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Low-Complexity Equalization by Iterative
Interference Cancellation for UWB Communications
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Abstract—Efficiently reducing complexity and capturing energy
are two critical issues for implementing equalizers in a high-rate
ultra-wideband communication link with severe intersymbol inter-
ference. In this letter, we propose a low-complexity equalization al-
gorithm using iterative interference cancellation. Its complexity is
comparable with the Rake receiver, but its performance can ap-
proach that of the matched filter bound. The proposed algorithm
can accommodate various signaling schemes, including pulse am-
plitude/position modulation and M -ary bi-orthogonal keying.

Index Terms—Equalization, interference cancellation, iterative
algorithm, ultra-wideband (UWB).

1. INTRODUCTION

HE large amount of resolvable paths in ultra-wide-

band (UWB) channel will lead to very high-complexity
equalization when severe intersymbol interference (ISI) exists
in high-rate communication links. When the channel delay
spread is much longer than the UWB pulse or chip duration,
chip-level linear minimum-mean-square error (LMMSE) or
decision feedback equalization (DFE), which are often used
in wideband systems, will require a large number of equalizer
taps. Moreover, UWB systems often employ M-ary pulse
position modulation (PPM), and then M different equalizers
are required [1].

One way to cope with this problem is to reduce the number
of equalizer taps. References [2] and [3] proposed symbol-level
algorithms, but they need a chip-level Rake combiner before
down-sampling the signal to the symbol-rate. This will aggra-
vate the computational burden of the data detection. References
[4] and [5] designed tap selection methods by exploiting the
sparsity feature of UWB channels, but the selection algorithms
are not simple.

Some other detection algorithms, such as interference can-
cellation, can use the channel estimation directly to detect the
signal. When the training sequence is appropriately designed,
channel coefficients can be estimated much more easily than the
equalization taps. Nevertheless, the interference cancellation al-
gorithms are originally designed for multiuser detection. They
will waste the multipath energy when directly applied for equal-
ization.
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Considering that the multipath channel response covers mul-
tiple symbols, we can regard ISI as a sort of mutual interference
from multiple “virtual users,” while the channel response is the
characteristic signature of these “users.” Inspired by the prin-
ciple of iterative multiuser joint decoding [6], we propose an
iterative interference cancellation (IIC) algorithm for channel
equalization, where the ISIs are removed but their energies are
reserved. This is critical to improve the performance of the
strictly power-constraint UWB systems.

While various iterative equalization algorithms have been de-
veloped, for example, [7]-[9], the highlight of the IIC algo-
rithm is exploiting the equivalence of ISI and virtual multiuser
interference, and achieving good performance with low com-
plexity. The IIC algorithm is an approximate maximum a pos-
teriori (MAP) detector. Its performance can approach that of the
matched filter bound (MFB), while its complexity is as low as
that of Rake receivers. The IIC algorithm can work with var-
ious modulation schemes, including pulse amplitude modula-
tion (PAM), PPM, and M -ary bi-orthogonal keying (MBOK),
etc. In sparse channels, its complexity can be further reduced
by selecting significant multipath components.

The rest of this letter is organized as follows. Section II in-
troduces the signal models. Section III derives the IIC algo-
rithm and presents the practical implementation issues. Simula-
tion results and performance comparison with other algorithms
are shown in Section IV, and conclusions are provided in the
last section.

II. SIGNAL DESCRIPTION

Consider the general waveform modulated signal

N—-1M-1

st)=VE: Y > anmm(t — nli) )

n=0 m=0

where ¢, (t), 0 < t < T} represents the mth modulation wave-
form, N is the number of transmitted symbols, F is the symbol
energy, T is the symbol duration, and a,, ,, € {£1,0} is the
amplitude modulated on the waveform. In each symbol, only
one a,, , can pick the nonzero value, i.e., only one waveform is
used for each symbol transmission, and the number of possible
waveforms is 2M considering the bipolar modulation.

The waveform can be a low-duty cycle pulse or a sort of
spreading sequences. For example, when M = 1, the expression
of (1) can represent PAM or direct-sequence spreading (DSS)
signals, and when M > 1, it can represent pulse position am-
plitude modulation (PPAM) or MBOK signals.

Define the transmitted amplitude vector as
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where a,, € A, which is a space including 2M amplitude vec-
tors. By writing the transmitted waveforms as a vector

¢(t) = [po(t), p1(t). - - par—1(1)]"

we can obtain a brief expression of the transmitted signal as
N-1
s(t) = VE: Y al¢(t —nT.). )
n=0

Considering the impulse response of the UWB multipath
channel h(t), the local reference pulse waveform p(t), the
composite channel responses for the mth waveform can be
defined as

hi(t) = ¢ (t) x h(t) xp(t), m =0, ..., M =1 (3)

where “x ” denotes convolution operation.
Sampling h,,(t) with interval 7., we obtain the discrete
equivalent channel response

honli] = b (iT,), i = 0,1,..., KN, — 1 @)

where K is the number of symbols that the composite channel
response covers, N. = T /T, is the number of samples in each
symbol, and T, can be the pulse duration in IR signals or chip
duration in DSS signals. If the channel is sparse, many values
of h,,[i] will be close to zero.

Divide the channel response h,,[7] into K segments, each of
which has a duration of one symbol. The /N, components in the
kth segment are formed as a vector

Bien = [honlkNC], hon[EN. + 11, ... B [(k + 1)N. — 1]]"
k=0,.... K—1,m=0,....,M—1. (5)

To represent the discrete channel response of the M possible
waveforms at the kth segment, we further write these vectors as
amatrix Hy, = [hy 0, hi 1, ..., hg ar—1], which is analogous to
a multiple-input multiple-output (MIMO) channel matrix with
M transmit and N, receive antennas [1].

Further consider that the received signal in each symbol du-
ration will be corrupted by K — 1 previous symbols, and we can
express the samples in the nth received symbol as follows:

K-1
yn:ZHka,n_k-i-zn,n:O,...,N—l (6)

k=0
where ¥, = [Yn,0,... ,ymNE_l]T, 2y is the Gaussian noise

vector, which has zero mean and covariance matrix o-21 ~,- The
noise variance 0> = No/(2E;), No/2 is the two-sided power
spectrum density, and Iy, is the identity matrix of size N.. In
(6), we have dropped the multiplication of the signal energy
V/E for brevity, and we count the effect of the signal-to-noise
ratio (SNR) to the noise variance.

It is shown from (6) that the received symbol is a sum of the
signals from K transmitted symbols. Therefore, we can regard
the K transmitted symbols as K “virtual users” in each received
symbol, where the signals from different “virtual users” will in-
duce ISI. Considering the fact that UWB signals will lead to
abundant resolvable paths, the channel response vector in (5)
can be viewed as the pseudo-noise (PN) sequence in multiuser
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systems. Since same transmitted information is carried on dif-
ferent “PN sequences,” it is not appropriate to simply discard
these multipath signals after interference cancellation.

III. ITERATIVE INTERFERENCE CANCELLATION ALGORITHM

A. Algorithm Derivations

The idea of our IIC algorithm is to iteratively cancel the “vir-
tual user” interference in each symbol and combine the residual
signals to enhance the estimation of the transmitted information.
We start from the MAP detection and use the sum-product algo-
rithm as a tool to develop the IIC algorithm in a systematic way
by introducing some approximations.

Conditioned on all the received signal vectors yg, ..., Yx_1>
a,, can be detected using the MAP algorithm, which makes the
symbol error rate minimum, i.e.,

a, = argmax APP,(a) @)
acA

where APP,,(a) is the marginal a posteriori probability (APP)
of symbol a,

APPn(a) :p(an = a|’!lo-, e 7yN—1)
= Z p(a'ov'"70'N—1|y07-~-7yN—1) (8)
~{a.}

where Y {a,} Tepresents the summation over all possible
values of ay, . ..,an_1 excluding a,,.
According to (6), the joint APP of the transmitted symbols

p(ao,...,an—1|ygs--.,Yn_1) can be factorized as the product
of local functions
p(@o, .-, aN-1|Ygs- -+ Yn_1)
xp(Yo,--- Yn_1la0, .- an—_1)

&8 Hp(yn|a'n—K+17 v 7a’n)
/ 2

1
x H exp 552 )

K—1
Y, — E Ha,
k=0

where o denotes proportionality. The last row of (9) comes from
the vector Gaussian distribution of y,, conditioned on the trans-
mitted symbols and the given channel realization.

Brute force computation of the marginal APP shown in (8)
has complexity of an order of (2M )Y, which is intractable for
practical applications. A general approximation method is to
apply the sum-product algorithm on a factor graph [10]. Ac-
cording to the factorization in (9), a bipartite graph can be drawn
as in Fig. 1, where K is assumed to be 3 in this example, a,, is
the nth variable node, and f,, = p(y,,|@n—Kx+1,...,a,) is the
nth factor node.

In the sum-product algorithm, adjacent nodes in the factor
graph exchange messages in either directions along the edges.
Let yg,,—y,(a) denote the message sent from node a, to
node f,, and jif, _q (@) denote the message sent from node
fn to node a,:, where a, is the neighbor node of f,,. Both
ta,, —f,(a) and py, _.q (@) are probability mass functions
(pmf) defined over A, and hence have 2M assumptions.
Following the rules of sum-product algorithm, the message
computations performed at the variable and factor nodes are[10]
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Fig. 1. Factor graph for an ISI channel with i = 3.

Ha, — f. (a’) = H

hEN(a’n’)\{fn}

lh—a, (@) (10)

lj’fn—ﬂn/(a') = Z fn

~{a, }

I rer@| ap

ceN(fa)\{@,./}

where N (a,,/)\{f»} means all the neighbors of a, excluding
fn, and ~ {a,’} means all the variables of f,, excluding a,,.

The variables of f,, comprises K symbols; therefore, the
computational complexity of (11) is an order of (2M)%,
which is still unacceptable when K is large. Since the received
symbol is the summation of virtual multiuser signals, inter-
ference cancellation can be used to simplify the expression
of (11). Replacing pq,, ., (a) with its single mass point ap-
proximation [6], i.e., using the hard decision of the transmitted
symbol instead of its probability, we can obtain

I, a=argmax -, (@)
q.’eA
0, otherwise.

fia, 1, (a) = { (12)

Equation (11) reduces to

||yn - :T/n’ n IIVL—n/a’H2
— ’202 (13)

/s, —a,, (@) o exp (
where

K-1

'gn’7n = Z Hk&n—k (14)
k=0
#n—n

denoting the interference from other symbols when detecting
a,, with

@, = argmax fia,, -, (@) (15)

a'eA

which is the tentative hard decision from its pmf obtained from
(10).

Actually, the pmf obtained from (10) is an extrinsic informa-
tion (EXT). While it is necessary to use EXTs as passing mes-
sages in the standard sum-product algorithm, using APPs here
can obtain more accurate tentative hard decisions and thus can
achieve better performance. Moreover, for reducing the com-
plexity, the messages can be computed in the logarithm domain,
i.e.,

—H,_a ?

ﬂfvz*a,l/(a’) X = ”yn - @n’,n (16)

7)

Z ﬂh—>anl (a')

heN(a,)

Ha,, —f, (a') =

where (17) is the APP instead of the EXT. After several itera-
tions, (17) can be used to obtain the final decision of a,,'.

Now the sum-product algorithm degenerates to an iterative in-
terference cancellation (IIC) algorithm. Equation (16) embodies
the interference cancellation operation, while (17) represents the
combining of information.

Denoting 9,,/ ,, = ¥,, — ¥,/ ,, as the received signal of a7, in
the nth symbol after interference cancellation, we can further
simplify the expression of (16) by assuming that |H,,_-a]|? is
approximately identical for different values of a. Then, we have

fif,—a, (@) x C+yL H,_na (18)
where C is a constant which is of no use in the iterative process,
and the second term of the right-hand side is a correlation be-
tween the estimated interference-free signal y,,, ,, and the de-
sired noise-free received signal H,,_,,a.

B. Implementation Issues

In practical implementations of the IIC algorithm, we need
also consider the scheduling in the iterative process of message
passing. Usually, there are serial and parallel scheduling that can
be used. Since the parallel scheduling requires large memory to
store the information of each node, we use serial scheduling and
the order of message passing is labeled at Fig. 1. After the first
round of iterations, we can obtain quite accurate decisions of all
the transmitted symbols. When we use these decisions instead
of (15) for other rounds of iterations, the detection performance
can be further improved.

‘We summarize the procedure of this algorithm as follows.

1) Initialize a register for correlation values c,c4(n,m) =

O bn=0,.... N+ K—-2, m=20,.... M —1land a
register for tentative hard decisions

. Jap, n=—-K+1,...,-1
=10, n=0,....N+K-2

where a,, is a vector of size M, a,, ., is its mth element,
anda_g41,-..,a_1 are the known training symbols.

2) Cancel the interference iteratively according to the
sequence of received symbols, from y, t0 Yny g o,
and obtain hard decisions of transmitted symbols
ao,...,any—_1. Specifically, when receiving y,, the
following three steps are implemented for each node
ap,n =n,....n—K+1,(0<n" <N —1), respec-
tively.

a) Applying the tentative
Qn,...,0,_g4+1, cancel the
nals from the received signal

hard decisions
interference  sig-

K-1
gn’,n =Y — Z Hka'n—k-
k=0
k#n—n'

b) For each of the M possible transmitted waveforms,
update the correlation values

Creg(n',m) = {

T !
yn/’nhn_n/,m, n'=n

Creg(n/,m) + yg,mhn,n/,m? otherwise
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where m =0,...,M — 1.

¢) Search the maximum from the M correlation values

m' = arg max{|cyeq(n',m)[}.
m

Forn' # n— K +1, if it is the first round of iterations,

update the tentative hard decisions

- sign {cpeq(n',m")}, m=m’

An!' m = .
0, otherwise.

For n’ = n — K + 1, update the tentative hard de-
cision @,_x 1, and obtain the decision of the trans-
mitted symbol

QK11 =0Gn K41

3) Repeat step 2 until the predetermined rounds of iterations
are completed.

It is shown from the procedure that the proposed IIC algo-
rithm only requires M K correlations to detect one symbol in
one round of iterations. This implies that the multiplication op-
erations are the same as that of Rake receivers. In sparse chan-
nels, we can use only significant multipath components in the
IIC algorithm just as in selective Rake receivers. This is imple-
mented by forcing the values of h,,[4] in (4) to zeros except for
the selected taps, which is much simpler than existing tap selec-
tion schemes [4], [5].

IV. SIMULATION RESULTS

In this section, we will evaluate the performance of the IIC
algorithm through computer simulations and compare it with
the maximal ratio combining (MRC)-Rake receiver, LMMSE
equalizer, and the MFB. The serial scheduling of the IIC algo-
rithm with one to three rounds of iterations is considered.

IEEE802.15.4a channel model is used in our simulations [11],
and the “CM2” environment, i.e., non-line-of-sight residential,
is considered. The root-mean-square (RMS) delay spread is 19
ns, and we restrict the maximal multipath delay within 100 ns.
In this model, the total energy of the channel in each realization
is normalized.

In the simulation system, 4-PPM plus 2-PAM are employed.
The symbol duration 75 = 20 ns, so that the ISI covers five
symbols. There is only one pulse in each symbol, and the pulse
width T}, = 1 ns and the sampling interval in the receiver T, =
T,. Since 3 bits are modulated in each symbol, 150 Mbps date
rate can be achieved. Perfect channel information are used in
simulations.

Fig. 2 shows the BERs of the MFB, MRC-Rake, LMMSE
equalizer, and IIC algorithm with 1 ~ 3 rounds of iterations.
LMMSE equalizer is implemented at chip-level with known
channel statistics, and four groups of tap weights are computed
for the 4-ary position modulation. It is shown from the figure
that MRC-Rake exhibits apparent error floor because of the se-
vere ISI, and the LMMSE equalizer has good performance at the
cost of large complexity. The performance of the IIC algorithm
with one round of iterations can achieve that of the LMMSE
equalizer. With two rounds of iterations, the IIC algorithm out-
performs the LMMSE equalizer. With more rounds of iterations,
its performance does not significantly improve any more. That

IEEE SIGNAL PROCESSING LETTERS, VOL. 15, 2008

10" 4 : —— MRC-Rake
—o— |IC-ITR1
—+— LMMSE
—s— [IC-ITR2
10° | —a— IIC-ITR3
—-=— MFB
10° |
x
w
@
10° |
10° |
10_6 | | | | | L |
2 4 6 8 10 12 14 16
Ey/Ny

Fig. 2. BER ~ E, /N, compare the performance of the MFB, MRC-Rake,
LMMSE equalizer, and IIC algorithm with 1 ~ 3 rounds of iterations.

means, in the given scenario, two rounds of iterations are enough
to make the algorithm converge.

V. CONCLUSION

We propose a low-complexity equalization algorithm for
UWRB signals with various modulation and spreading schemes.
By combining the multipath energy after iterative interference
cancellation, it can outperform the optimal LMMSE equalizer
with comparable complexity to Rake receivers. Its complexity
can be further reduced by simply forcing insignificant channel
coefficients to zeros in sparse channels.
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