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Abstract—Base station cooperation transmission, which is also
known as coordinated multi-point (CoMP) transmission, is a
promising technique to improve system spectrum efficiency in
cellular networks, especially for multiple antenna systems. How-
ever, the performance gain is significant only when cooperative
base stations can gather channel state information (CSI) from
all their serving users and can share CSI without delay. In this
paper, we propose a distributed downlink CoMP transmission
scheme through over-the-air communication among all base
stations, which can reduce not only the infrastructural overhead
but also the delay of acquiring CSI. We first analyze the CSI
acquisition methods in centralized and decentralized CoMP
framework. Then we propose a distributed multi-user scheduling
and precoding method. Simulation results show that the proposed
framework and scheduling algorithm outperforms the centralized
and decentralized CoMP when the outdated CSI led by backhaul
latency is considered.

I. INTRODUCTION

Other-cell interference (OCI) is a major bottleneck to im-
prove system spectrum efficiency in future universal frequency
reuse cellular networks. Among various interference avoidance
and mitigation schemes, cooperative base station transmission,
which is also known as coordinated multi-point transmission
(CoMP), has been recognized as a promising technique that is
able to convert OCI into useful signals [1].

In centralized CoMP systems, cooperative base stations
(BSs) should be connected with a central processing unit (CU)
by low latency backhaul links [2,3]. Under such a framework,
each user feeds back its channel state information (CSI) to its
local BS, and then the CU collects CSI from all BSs through
backhaul links. With CSI of all users at CU, the centralized
CoMP systems enable globally optimal cooperation among
BSs, which however pays the penalty of increasing infrastruc-
tural costs, unaffordable feedback overhead and difficulty of
network upgrading. In currently deployed cellular systems and
emerging mobile standards, the backhaul latency is in an order
of 10 to 20 milliseconds [4]. This leads to severe performance
deterioration of multi-user multiple-antenna CoMP systems.

In order to cope with the drawbacks of the centralized
CoMP systems, various distributed or decentralized trans-
mission strategies are proposed [5–9]. Distributed resource
allocation and precoding methods were given in [5, 6], and
iterative message passing procedure was showed in [7] to
exchange information between neighboring BSs. To avoid
the infrastructural costs of centralized CoMP, a decentralized
CoMP strategy is proposed in [8,9], which requires neither CU
nor low latency backhaul links. In this framework, each user

feeds back its CSI not only to its local BS but also to other
cooperative BSs. Then every BS can obtain all CSI from all
users within the cooperative cluster, and hence can schedule
users and compute multi-user precoder individually. However,
due to the lack of communications among the cooperating BSs,
round-robin (RR) scheduling is employed to ensure multiple
BSs make the same scheduling decisions. RR scheduling is a
simple fair scheduling method, which does not exploit CSI to
provide multiuser diversity gain.

In this paper, a distributed CoMP framework is proposed,
which aims at reducing both the infrastructural cost and
the CSI delay of the centralized CoMP systems. Simply by
introducing a time slot in downlink frame structure, required
CSI information and scheduling results can be shared among
cooperative BSs through over-the-air communication (OTAC).
We then propose a distributed scheduling algorithm, which
selects users iteratively among BSs to maximize the sum
rate. Simulation results show that our scheme provides better
cell average and cell edge throughput than centralized and
decentralized CoMP schemes when typical backhaul latency
is taken into account.

The rest of the paper is organized as follows. In Section II,
we present the system model and analyze the CSI acquisition
scheme in centralized and decentralized CoMP frameworks
[8]. In Section III, we propose a distributed CoMP framework
and a distributed scheduling and precoding method. Simulation
results are provided to evaluate the performance of our method
in Section IV, followed by conclusions in Section V.

II. SYSTEM MODEL AND CSI ACQUISITION

A. System Model

Consider a CoMP system consisting of M base stations
(BSs), each with Nt antennas and jointly serving K users with
single antenna. Let Ui = {ui1, ui2, . . . , uiK} denote the set of
users in the ith cell, i = 1, . . . , M , then U = U1 ∪ · · · ∪ UM

denotes the set of total users in all cells, where ∪ is a union
operation. Let huik

= [huik1,huik2, . . . ,huikM ] ∈ C1×MNt

denote the downlink channel vector of user uik, where huikn ∈
C1×Nt is the composite channel vector from BS n to user
uik including both large scale and small scale fading, n =
1, . . . , M, k = 1, . . . , K.

Define S = {s1, . . . , sL} as the set of users served by M
BSs simultaneously with multi-user precoding, S ⊂ U . Then



the signal received by user sl can be expressed as
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where xsl
is the transmitted signal for user sl, hsl

∈ C1×MNt

is its downlink composite channel vector from M BSs,
wsj ∈ C1×MNt is its precoding vector, (·)H is the conjugate
transpose operation, zsl

is the additional white Gaussian noise
with zero mean and variance σ2, and the term hsl

wH
sj

xsj

denotes the inter-user interference (IUI) from user sj to user
sl.

The signal to interference plus noise ratio (SINR) at user sl
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Zero-forcing beamforming (ZFBF) is a low complexity yet
effective precoder to eliminate IUI [10, 11], which is com-
monly applied in CoMP systems. For ZFBF with perfect CSI,
hsl

wsj
= 0 for j 6= l, j, l = 1, . . . , L, where L ≤ MNt is

the number of users served concurrently. The ZFBF precoding
matrix for these users can be obtained as

W ,
[
wH

s1
, . . . ,wH
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]
= GP, (3)

where G = HH
S

(
HSHH

S
)−1

is the pseudo-inverse of HS ,
HS =

[
hH

s1
, . . . ,hH

sL

]H ∈ CL×MNt is the channel matrix
composed of composite channel vectors of L simultaneously
served users, and P = diag{ps1 , . . . , psL

} ∈ CL×L is a power
allocation matrix.

By using ZFBF, the SINR of user sl reduces to

SINRsl
=

p2
sl

σ2
, (4)

and its achievable data rate is given by

Rsl
= log2

(
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p2
sl

σ2

)
. (5)

Before downlink CoMP transmission, we should schedule L
users from total MK users. By exploiting CSI of all users, user
scheduling can provide the multi-user diversity gain [11, 12].
The user scheduling problem aimed at maximizing sum rate
can be formulated as

max
S,P

∑

sl∈S
log2

(
1 +

p2
sl

σ2

)
(6)

s.t. S ⊂ U ,
L∑

j=1

|Gij |2p2
sj

≤ Pmax, i = 1, . . . , MNt,

which is a joint optimization of user selection and power allo-
cation. To highlight the distributed scheduling to be addressed,
we select the best user set given equal power allocation, which
is widely applied in practical systems [1].

Before we propose the distributed user scheduling, we first
discuss the problems of CSI acquisition for frequency division
duplexing (FDD) centralized [2] and decentralized [8] CoMP
systems.

B. CSI Acquisition in CoMP Systems

By sending training signals from cooperative BSs, each user
can estimate the channel coefficients from M BSs. Then each
user feeds back the estimated downlink composite channel
vector from M BSs, hsl

, to its local BS as in Fig. 1(a). In this
way, every BS has downlink channel vectors of its local users.
In centralized CoMP systems, a central unit (CU) connects
with cooperative BSs by low latency backhaul, which assists
to gather CSI from the BSs. When the CSI from all users is
available, CU can select users and compute precoding vectors
and then announce the results to all BSs.

It is known that the performance of multi-user scheduling
and precoding degrades severely with outdated CSI [13].
In centralized CoMP systems, CSI delay is composed of
following two parts:
• Feedback delay : the delay led by uplink feedback;
• Cooperative delay : the delay led by sending CSI from

BSs to CU.
The cooperative delay is the interface latency between CU and
BSs, which is often very large [2, 7]. As to be shown in later
simulation results, the performance of centralized CoMP is
limited by a large delay of CSI.

(a) centralized CoMP

(b) decentralized CoMP

(c) distributed CoMP

Fig. 1. CSI acquisition for different CoMP schemes

To avoid the infrastructure cost of centralized CoMP, a
decentralized framework for cooperative transmission is pro-
posed in [8,9], which way to obtain CSI is shown in Fig. 1(b).
Assuming that each user can feed back its downlink channel
vector from all BSs not only to its local BS but also to the
cooperative BSs, CSI of all users is available at every BS.
Hence, each BS can pre-process multiple users scheduling and
precoding individually.



To understand the impact of such a CSI acquisition scheme
on user scheduling, here we briefly analyze the capacity of
uplink channel that is used for feeding back channel vectors.

The uplink composite channel between user uik and BS j
can be modeled as follows,

guikj =
√

Pud−α
uikγΓuik

, (7)

where Pu is the transmit power of all users, duik
is the distance

between user uik and BS j, α is the path loss factor, γ
is the shadowing factor, and Γuik

∈ CNt×1 is the uplink
small scale channel vector, each of its elements subjecting to
complex Gaussian distribution. Then the capacity of the uplink
channel between user uik and BS j normalized by the uplink
bandwidth is

Cuikj = log2

(
1 +

|guikj |2
σ2

)

= log2

(
1 +

Gd−α
uik

γ|Γuik
|2

σ2

)
. (8)

We call Cuiki and Cuikj , j 6= i, the capacity of local link
and cross link, respectively.

The uplink feedback rate of user uik, which determines the
feedback delay of CSI, is limited by the link with minimum
capacity,

Rfb
uik

= min
j=1,...,M

Cuikj . (9)

Apparently, the cross link has a lower capacity than the
local link due to larger signal attenuation, which becomes
a bottleneck for the uplink feedback rate. We’ll show the
cumulative distribution function (cdf) of the local link capacity
and cross link capacity in a typical network configuration via
simulations in Section IV.

Moreover, the received channel vector ĥuik
at different

BSs may be not the same, since independent feedback errors
occur in different feedback links. Therefore, the scheduling
results obtained at one BS may conflict with those at
another BS [8]. Since there is no communication among
the cooperative BSs in the framework proposed in [8, 9],
such a confliction can not be solved by coordination. As a
result, only round-robin scheduling is used, which reduces
system performance without exploiting the multiuser diversity.

III. DISTRIBUTED DOWNLINK BS COOPERATIVE
TRANSMISSION

To reduce the CSI delay while providing the multiuser di-
versity, we propose a distributed downlink CoMP transmission
scheme. The basic ideas of the distributed scheme are as
follows,
• each user feeds back the estimated CSIs from M BSs via

local link to its local BS, which will reduce the feedback
delay with a higher feedback rate,

• BSs share CSI among each other through OTAC, which
will significantly reduce the cooperative delay,

• each BS schedules among its local users and then sends
the CSI of the selected user to other BSs, thus only the
CSI of scheduled users is shared through OTAC,

• every BS transmits to the selected users using distributed
precoder.

A. Distributed Scheduling and Precoding

Fig. 1(c) illustrates the principle of the proposed distributed
CoMP system. Without CU and backhaul links to collect
CSI of all users, each BS shares information with other BSs
through OTAC.

In order to implement the communication among coopera-
tive BSs over wireless links, a frame structure is introduced
as in Fig. 2. An OTAC time slot is inserted before the original
downlink frame, during which BSs can exchange necessary
information.

Fig. 2. A frame structure for OTAC

The OTAC time slot is divided into MNt time slices (TS),
T i

j , i = 1, · · · ,M, j = 1, · · · , Nt. During the period of the
first TS, T 1

1 , the 1st BS selects one user from its local users
set U1 based on their CSI, and then broadcasts the index and
CSI of the selected user to other BSs. During the period of the
next TS, the 2nd BS selects one user from U2 based on their
CSI and the selected user by 1st BS, and then broadcasts its
index and CSI to other BSs. During the period of T p

i , the ith
BS selects one user from Ui based on those already selected
users and then broadcasts the index and CSI. Finally, at most
MNt users will be scheduled during the OTAC time slot.

The problem of user scheduling at the ith BS aimed at
maximizing the sum rate can be formulated as

max
us

R (S ∪ {us}) (10)

s.t. us ∈ Ui, us /∈ S,

where S is the set of currently selected users by all BSs, and
R (G) =

∑
g∈G Rg denotes the sum rate of users in set G.

The proposed scheduling method is named the distributed
scheduling, where every BS selects users only from its local
users in each iteration. Without using CU to gather CSI, OTAC
provides an efficient way to share required information among
all BSs. The cooperative delay of distributed CoMP is just the
length of OTAC time slot.

After several iterations of the distributed scheduling, all BSs
get the results of the selected users to be served cooperatively,
and every BS has obtained the CSI of all scheduled users.
Denoting the set of the selected users as S = {s1, . . . , sL},
the distributed ZFBF is used at each BS as follows,

Di = HH
i

(
HSHH

S
)−1

P, (11)



where Di is the precoding matrix computed by BS i, Hi =[
hH

s1i, . . . ,h
H
sLi

]H ∈ CL×Nt is the downlink composite chan-
nel between BS i and L selected users, and HS and P is
defined as in (3).

The procedure of the distributed CoMP downlink transmis-
sion is summarized as follows.

1) Initialization: t = 1, S = φ, where t denotes the index
of TS, and φ is empty set.

2) When t ≤ MNt, schedule one user by the ith BS, where
i = (t− 1 mod Nt) + 1.
a) Find a user us from Ui according to (10).
b) If R (S ∪ {us}) > R (S), BS i broadcasts us’s user

index and channel hus
to other BSs in the tth TS,

and then add us in S,

S = S ∪ {us}.
Otherwise, keep S unchanged.

c) update t → t+1, and then repeat step 2) iteratively.
3) When t > MNt, the iteration of step 2) will stop and

the selected user set S is obtained. Each BS computes
its own precoding matrix according to (11).

B. Downlink Data Rate

Since the OTAC time slot occupies the resources of the
downlink, we need to compute the net downlink data rate by
excluding the introduced overhead. Assume that the length of
OTAC slot is TO, and the length of downlink frame is TD,
then the net downlink data rate of user u is obtained by

R∗u = Ru × TD

TO + TD
, (12)

where Ru is the achievable data rate of the user obtained from
(5). TO can be computed by

TO = MNt
B

RO
, (13)

where B is the total bits required to transmit the index and
CSI of each user, and RO is the transmission rate of OTAC
link.

Suppose that the user index is quantized by Bi bits, and
the channel coefficient between each user and each BS an-
tenna is quantized by a bits. To facilitate OTAC link among
multiple BSs, training signals for synchronization and channel-
estimation should be transmitted together with the data con-
veying the index and CSI of the selected user. Supposing
that the training signals are inserted periodically in frequency
domain with the interval of correlation bandwidth, and each
period contains Bp bits of training signals, then the total bits
B can be expressed as

B =
BDL

Bco
(MNta + Bp) + Bi, (14)

where BDL is the downlink transmission bandwidth, Bco =
1/10τ is the correlation bandwidth of frequency-selective
channels, and τ stands for the rms (root mean square) delay
spread of downlink channels.

The OTAC rate RO can be obtained as

RO = BDL log2 (1 + η) , (15)

where η is the SINR of the OTAC link.

IV. SIMULATION RESULTS

In this section, we evaluate the performance of the proposed
distributed CoMP via simulations by comparing it with the
centralized [2] and decentralized [8] CoMP systems.

A three-cell CoMP system is considered, with a 1 km
BS-to-BS distance and a 10 MHz bandwidth. Each BS has
two antennas with an antenna gain of 14 dBi. The maximal
transmission power is 46 dBm. The path loss factor is 3.76, the
shadowing standard deviation is 8 dB, the average power loss
at the reference distance of 1 m is 36.3 dB, and the minimum
distance from every user to BS is 35 m. There are 10 users
in each cell which are dropped uniformly, and each user has
a receiver noise figure of 9 dB. For each drop of users, the
independent identically distributed Rayleigh fading channels
are assumed among transmit and receive antennas. All the
following results are averaged over 1000 drops.

We first compare the uplink capacity of local link and cross
link obtained by (8) via simulations. The cdf of the capacity
normalized by the uplink bandwidth is shown in Fig. 3. As
expected, it is shown that the capacity of the cross link is much
lower than that of the local link, which leads to a longer delay
of CSI feedback.
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Fig. 3. Uplink capacity of local and cross link

To evaluate the system throughput for mobile users, we
suppose that the feedback delay of local link is 1 ms (which
is the length of a subframe in 3GPP-LTE system [14]). It can
be seen from Fig. 3 that the average capacity of local link is
approximately 3 times as that of cross links. Thus, a feedback
delay of 3 ms is considered for decentralized CoMP systems
in simulations.

In order to get a realistic length of OTAC time slot, we use
typical system parameters of 3GPP-LTE system, where τ = 1
us, a = 6 bits, Bp = 4 bits, Bi = 6 bits, and η = 15 dB in
(14) and (15), then the length of TO = 0.48 ms. The length
of downlink frame is assumed to be 5 ms.



We use both cell-average and cell-edge rate as the metrics
to compare system performance, where the cell-average rate
is defined as the average data rate of all users, and the cell-
edge rate is defined as the 5% point of the cdf of all users’
data rate. The data rate we considered is the net data rate we
discussed in Section IV.B.

Fig. 4 and Fig. 5 show the cell average and cell edge rate
of four cellular systems for 3km/h and 30km/h mobile users
respectively. Non-CoMP systems denote the ordinary cellular
networks which have non cooperation among BSs. Central-
ized and Decentralized CoMP systems denote the networks
described in [2] and [8] respectively, while Distributed CoMP
systems stand for the networks proposed in this paper.
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Fig. 4. Performance comparison for 3km/h mobile users
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It is shown that centralized-CoMP systems improve both
cell-edge and cell-average rate compared with Non-CoMP
systems when the cooperative delay is small. However, if
the delay or the moving speed is large, centralized-CoMP
systems will lose the benefit and even be inferior to Non-
CoMP systems.

The typical cooperative delay of interface between BSs and
CU is in between 10ms and 20ms [2, 4]. With large CSI
delay, the decentralized CoMP systems [8] outperform the
centralized CoMP systems for 30km/h users. When the moving
speed is low, the decentralized CoMP systems have a large

performance gap from the no-delay centralized CoMP systems
due to the lack of multiuser diversity.

The performance of distributed-CoMP systems always ex-
ceed that of centralized and decentralized CoMP systems, and
is close to the performance of the no-delay centralized CoMP
systems.

V. CONCLUSION

The backhaul latency leads to significant performance
degradation of cooperative BS systems. In this paper, we in-
troduce a distributed CoMP framework by exchanging channel
information among BSs through OTAC. We then propose a dis-
tributed scheduling method, which selecting users to maximize
sum rate in an iterative manner among BSs. Simulation results
demonstrate that our distributed CoMP scheme achieves higher
cell average and cell edge throughput than centralized and
decentralized CoMP schemes when practical backhaul latency
is considered.
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