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Fig. 5. Average BER against γ̄D for the power-efficient scheme using differ-
ent combinations of LI , γ̄I , and target BER.

the average BER with γ̄D increases, which explains the shift of these
points to the right in the presence of cochannel interference.

VI. CONCLUSION

This paper has investigated the effect of cochannel interference
on the performance of adaptive SNR-based MS-GSC in multipath
Rayleigh fading. Specifically, in the absence of perfect knowledge of
the instantaneous powers associated with the interfering signals, the
adaptation thresholds have been set on the combined SNR to enhance
either the spectral efficiency or power efficiency of discrete-time
rectangular constellation system in interference-free environments.
Analytical formulations for some important performance measures
of the two adaptation schemes have been presented with the help
of new expressions of the statistics of the combined SINR obtained
herein. These formulations are applicable for any diversity order and
number of interfering signals and can be used to study the effect
of cochannel interference on the performance of various combining
schemes, including the conventional SC, MRC, and GSC. The perfor-
mance degradation of the two adaptation schemes due to cochannel
interference has been clarified via several numerical examples.
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Abstract—In this paper, we design the training symbol placement
for channel prediction in time-division-duplex multiple-antenna systems,
where training symbols in a finite-length uplink frame are used for pre-
dicting downlink channels at the base station (BS). Aimed at minimizing
the normalized sum mean square error of the Wiener predictor, we first
prove that, for the first-order Gauss–Markov fading channel model, the
optimal positions of training symbols lie at the end of the uplink frame,
which is commonly recognized by intuition. For general channel models,
we show that the ending placement is no longer optimal, and we propose a
low-complexity method for designing training symbol placement based on
alternating searching. In practice, the BS finds the optimal positions based
on each user’s temporal correlation, spatial correlation, and uplink signal-
to-noise ratio (SNR) and then transmits the positions to the user, which
needs low signaling overhead. Numerical results show significant predic-
tion performance gain of the proposed training symbol placement over
typical training placements under various SNR and Doppler frequency.

Index Terms—Channel prediction, ending placement, training symbol
placement, uniform placement.

I. INTRODUCTION

Channel state information at transmitter (CSIT) plays a crucial
role in various adaptive transmission strategies and multiple-antenna
systems, particularly for multiuser multiple-input–multiple-output
(MIMO) systems [1], [2]. In time-varying wireless channels, outdated
CSIT will severely degrade the performance of adaptive transmission
systems and closed-loop MIMO systems. Channel prediction is capa-
ble of providing up-to-date channel information, which has been well
investigated for both single-input–single-output (SISO) systems and
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MIMO systems (see, e.g., [1], [3]–[5], and the references therein). It is
shown that a substantially longer prediction horizon can be achieved
for MIMO channels than for SISO channels [5]. By exploiting the
spatial correlation in MIMO channels, a space-time channel predic-
tor is proposed in [6], which reduces the prediction errors led by
noises.

The performance of channel prediction depends on the structure of
training signals, which is analogous to channel estimation. The training
design for optimizing channel estimation in time-varying channels
has been extensively studied in the past years [7]–[12]. The training
signal structure includes the number, power, and placement of training
symbols, whose optimal values are largely dependent on the optimality
criterion, a priori information, and the channel model. For open-loop
systems, it is well known that uniformly inserted training symbols are
optimal [7], [8] in a sense of minimizing mean square error (MSE).
However, they are no longer optimal for closed-loop training if a priori
knowledge of channels is available. In [9] and [10], numerical methods
have been proposed to search the optimal placement of training sym-
bols. In [11] and [12], the placement with equally spaced clusters, each
with multiple training symbols, is optimized, which outperforms the
uniform placement. However, an optimal training signal for channel
estimation is not necessarily optimal for channel prediction, because
they allow different training structures and exploit different statistics
of received signals and channels to achieve different goals. In contrast
to channel estimation where training symbols are multiplexed into
a data frame, the training symbols for channel prediction to assist
downlink transmission are separated from data symbols, i.e., they
are placed in the uplink and downlink frames, respectively. Except
for filtering noise, channel prediction needs to extrapolate the future
channels, rather than only reducing the aliasing distortion of channel
interpolation and noises as in channel estimation.

Although important, the training design for channel prediction re-
ceives relatively little attention. Assuming a first-order Gauss-Markov
flat-fading channel model and a periodic training structure, it is shown
in [13] that the training symbols consecutively inserted within each pe-
riod are optimal for minimizing the maximal MSE or bit error rate, and
the power allocation between training and data symbols is optimized
in [14] for maximizing the lower bound of capacity. These results rely
on the assumption that a sufficiently large number of training symbols
are available. However, this is often not valid for most future wireless
systems, where fast scheduling will prevent each user from keeping
active for a long time. In this paper, we consider time-division-duplex
(TDD) MIMO systems, where the training symbols inserted in a finite-
length uplink frame are employed to predict downlink channels at the
base station (BS)1. In this context, no prior work exists to optimize
the training placement for channel prediction to the best of our
knowledge.

The focus of this paper is to design the user-specified training
symbol placement in the uplink frame by exploiting each user’s spatial
correlation, Doppler spectrum (or equivalently temporal correlation),
and uplink average signal-to-noise ratio (SNR). Various methods
have been proposed to obtain these statistics, e.g., [15]–[18] and the
references therein. Intuitively, in TDD systems, the training symbols
for channel prediction should be in the end of the uplink frame to
minimize the outdating. We will prove that such a placement is optimal
in a sense of minimizing the normalized sum MSE of the Wiener
predictor if the channels evolve in time, following the first-order

1These training symbols are dedicated to channel prediction for downlink
transmission, i.e., for channel sounding, rather than channel estimation for
uplink data demodulation. In practical systems, considering the unbalanced
uplink and downlink traffic loads, usually, different time-frequency resources
are employed for the two kinds of training signals with different purposes.

Gauss–Markov flat-fading channel model. For general channel models,
we show that this is no longer true through asymptotic analysis. We
find that the optimal placement is nonuniform, which provides signif-
icant performance gain over the ending placement. This motivates us
to propose a low-complexity method to select the positions of training
symbols.

Notations: (·)T and (·)H denote the transpose and the conjugate
transpose, respectively. E{A} denotes the expectation with respect
to a random matrix A, tr(A) denotes the trace of A, vec(A) stacks
matrix A into a vector columnwise, and A1/2 denotes the Hermitian
square root of A. [A]ij represents the element at the ith row and jth
column of matrix A, and [a]i represents the ith element of the vector a.
‖a‖ denotes the 2-norm of vector a, and I denotes the identity matrix.
Finally, ⊗ denotes the Kronecker product.

II. SYSTEM AND CHANNEL MODELS

Consider a TDD system equipped with M transmit antennas at
the BS and N receive antennas at the user side. Assume that the
uplink training signals for multiple users are separated in an orthogonal
frequency-division multiple-access fashion; thus, we only consider the
channel of a single user in the following. The frame structure is shown
in Fig. 1(a). L training symbols are located in the uplink frame with
position set S = {p1, . . . , pL}. Define T = {0, . . . ,Ku − 1} as the
position pool of training symbols; then, S is a subset of T .

We model a flat Rayleigh fading MIMO channel as [19]

H(t) = R
1/2
R Hw(t)R

1/2
T (1)

with receive spatial correlation matrix RR and transmit spatial correla-
tion matrix RT . Matrix Hw(t) consists of independent and identically
distributed (i.i.d.) complex Gaussian variables with zero mean and unit
variance. The temporal correlation function of Hw(t) is

E

{
hw(t)hH

w (t + τ)
}

= Rt(τ)I (2)

where hw = vec(Hw), and Rt(τ) = E{[hw]i(t)[hw]Hi (t + τ)}, i =
1, . . . , MN . Then, the spatial-temporal correlation function of H(t)
can be expressed as

E

{
h(t)hH(t + τ)

}
= Rt(τ)RC (3)

where h = vec(H), and RC = RT
T ⊗RR.

Assume that the channel is time invariant within each symbol
duration; then, the lth received training symbol at the BS, l = 1, . . . ,
L, is

Y(t − plTs) = HT (t − plTs)X + Zl (4)

where X comprises properly designed training sequences satisfying
XXH = RX by taking into account the channel correlation, Zl is the
additive white Gaussian noise consisting of entries with zero mean and
variance σ2, and Ts is the symbol duration. To simplify the notation,
the normalized transmit power at the user side is considered, so that
the uplink SNR is defined as 1/σ2. Let y = vec{YT }; then, the
collection of the L received training symbols, i.e., L observations, can
be rewritten in a columnwise form as

ȳ =
[
yT (t − p1Ts), . . . ,y

T (t − pLTs)
]T

. (5)

The BS can predict downlink channels with uplink observations
when channel statistics including spatial correlation matrix, Doppler
spectrum, and uplink SNR are available. As commonly assumed for
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Fig. 1. (a) Frame structure of the considered TDD system. The uplink frame consists of Ku symbols, among which L training symbols with the position set
S = {p1, . . . , pL} (relative to the beginning of the downlink frame) are included. The first Q data symbols in the downlink frame are used for closed-loop
transmission. The time interval between the ith training symbol and the Qth symbol in the downlink frame is (pi + Q)Ts. (b) Examples of four considered
training symbol placements, where five training symbols are marked from 16 uplink symbols. The equally spaced placement and the proposed placement are
obtained when Doppler frequency fd = 200 Hz, Q = 6, and SNR = 10 dB.

channel estimation and prediction, e.g., as in [11]–[14], we assume that
a priori knowledge of these channel statistics is known. In practice, the
statistics can be estimated with the methods proposed in [15]–[18]. We
also assume that the designed positions can be conveyed to the user
without errors. Based on the minimum MSE (MMSE) criterion, the
channels at the Qth symbol in the downlink frame are predicted at the
BS with the Wiener predictor as

h̃(t + QTs) = RhyR
−1
y ȳ (6)

where Ry = (I⊗XT )(Γ(S) ⊗RC)(I⊗XT )H + σ2I, Rhy =
(rH(S) ⊗RC)(I⊗XT )H , Γ(S) is the temporal autocorrelation
matrix of the observations with entries [Γ(S)]ij = Rt(|pi − pj |Ts),
and r(S) is the vector of temporal cross correlation between the
observations and the channels at the position to be predicted, whose
entries are [r(S)]i = Rt((pi + Q)Ts), 1 ≤ i, j ≤ L.

By applying the matrix inversion lemma, the normalized sum MSE
of the Wiener predictor can be obtained as

ε(S) =
E

{∥∥h̃(t + QTs) − h(t + QTs)
∥∥2

}

E

{
‖h(t + QTs)‖2

}

=1 − 1

tr(RC)
tr

×
((

rH(S) ⊗RC

) (
Γ(S) ⊗RC + σ2(I⊗R−1

X )
)−1

× (r(S) ⊗RC)
)
. (7)

III. USER-SPECIFIED TRAINING DESIGN

In this section, we first give an asymptotic analysis of the MSE for
two extreme SNR cases to understand the impact of training symbol
placement on channel prediction. We then show that, for the first-
order Gauss–Markov channel model, the optimal positions of training
symbols are located at the end of the uplink frame to minimize
the normalized sum MSE. For general time-varying channels, we

propose a low-complexity method to find the positions of training
symbols.

A. Asymptotic Analysis

For very low SNR, the normalized sum MSE shown in (7) approxi-
mately becomes

ε(S) ≈ 1 − tr (RC(I⊗RX)RC)

σ2tr(RC)
rH(S)r(S). (8)

To minimize the normalized sum MSE, (8) suggests that the obser-
vations should have high cross correlation with the channels at the
position to be predicted. Moreover, the spatial correlation is exploited
to enhance the SNR, which reduces the variance of noise from σ2 to
(tr(RC)/tr(RC(I⊗RX)RC))σ2.

For very high SNR, we have

ε(S) ≈ 1 − rH(S)Γ−1(S)r(S). (9)

In this case, the impact of observation noises is negligible. We only
need to reduce the channel prediction errors led by channel variation;
thereby, the optimal training symbols should provide the maximal
amount of information of the channels to be predicted. Again, a high
cross correlation r(S) is beneficial. In addition, a low autocorrelation
Γ(S) between the observations can provide more information. Owing
to this, the optimal placement of training symbols is neither at the end
of the uplink frame nor uniform in general, as will be shown later.

B. Training Symbol Placement Design

Now, we consider the problem of designing optimal training symbol
placement aimed at minimizing the normalized sum MSE of channel
prediction, which can be formulated as

min
S

ε(S)

s.t. S ⊂ T , |S| = L (10)

where |S| denotes the size of S.
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1) Optimal Training Placement Under Gauss–Markov Channel
Model: We can prove the following proposition (see Appendix) for
this special channel model:

Proposition 1: When the channels evolve in time, following the
first-order Gauss–Markov model [12]–[14], the optimal positions of
training symbols for channel prediction lie at the end of the uplink
frame. For high SNR, a single training symbol is sufficient to minimize
the normalized sum MSE of channel prediction.

Remark 1: For general channel models, the optimal training symbol
placement is not at the end of the uplink frame, as is implied by the
asymptotic analysis and will be shown later. This is in contrast to the
intuition that the training symbols should be placed as close as possible
to the channel to be predicted to minimize the outdating.

2) Optimal Training Placement Under General Channel Models:
The optimization problem (10) is essentially a binary integer pro-
gramming problem, and its objective function is not convex on the
positions of training symbols. We cannot obtain a closed-form solution
to (10) in general cases, but we can find the optimal solution via
exhaustive searching over

(
Ku
L

)
possible position sets. This leads to

a high computational complexity that might exceed the requirements
of online design, particularly for large Ku. Alternating searching is
an effective method for providing a near-optimal solution while reduc-
ing the searching space by converting a multidimensional searching
problem into multiple 1-D searching problems [20]. Bearing this spirit,
we propose a low-complexity suboptimal solution, which alternatingly
updates the initial training symbol positions until a specific condition
is satisfied.

The proposed alternating searching algorithm is given as
follows:

1) Successive initialization: initialize S by selecting p1, . . . , pL

with the following procedure:
Let Tl and Sl denote the position pool and the selected results

at the lth step, 1 ≤ l ≤ L. Set S0 = φ (empty set) and T0 =
{0, . . . , Ku − 1}.

Then, for l = 1, . . . , L, successively select position pl from
Tl−1 based on Sl−1 as

pl = arg min
i∈Tl−1

ε (Sl−1 ∪ {i}) . (11)

At each step, update Tl and Sl, respectively, as Tl = {i ∈
Tl−1, i 	= pl} and Sl = Sl−1 ∪ {pl}.

2) Alternating update: iteratively update the already selected posi-
tions p1, . . . , pL according to the following alternating searching
method:
a) Let k = 0, and calculate the normalized sum MSE ε0 corre-

sponding to position set S obtained in step 1.
b) Set k = k + 1, and update S in L steps. At the lth step for

l = 1, . . . , L, update S by replacing pl as

pl = arg min
i∈Tkl

ε (Skl ∪ {i}) (12)

where Skl = {i ∈ S, i 	= pl}, and Tkl = {i ∈ T0, i /∈ Skl}.
After L steps, calculate εk = ε(S).

c) Repeat step b until εk−1 − εk ≤ δ, where δ is a specific
threshold.

The algorithm will converge because the normalized sum MSE is
monotonically decreasing after each iteration and is lower bounded.
The iteration is terminated when the required accuracy or the maxi-
mum number of iterations is reached. Although it is not guaranteed that
the alternating searching algorithm always returns the global optimum
due to the nonconvexity of the normalized sum MSE over the training

TABLE I
COMPARISON OF COMPUTATIONAL COMPLEXITY

symbol positions, the sequel numerical analysis shows that it exhibits
fast convergence and is able to achieve the same performance as
exhaustive searching in the considered scenarios.

The computational complexity of the proposed algorithm and ex-
haustive searching is summarized in Table I. The most complex
operation of the two algorithms is to compute the inverse of an
LMN × LMN matrix to obtain the normalized sum MSE, which
leads to a complexity in an order of O((LMN)3) in terms of complex
multiplications. In exhaustive searching, the matrix inverse needs
to be repeatedly computed for all

(
Ku
L

)
possible position sets. In

the proposed algorithm, (k + 1)(Ku − L)L times of matrix inverse
operation are required, where k denotes the iteration number of the
alternating update and the successive initialization is approximately
regarded as an additional iteration. Because of the fast convergence,
i.e., k is a small number, the proposed algorithm has a much lower
complexity than the optimal exhaustive searching, as shown by the
example in Table I.

Remark 2: In practice, the proposed method can be implemented
as follows to reduce both the computational burden of user and the
signaling overhead. The BS finds the positions of training symbols
with the proposed method for each user according to its spatial and
temporal correlation, and uplink average SNR. The designed position
set of training symbols is sent to the user in the downlink frame.
Then, the user can transmit training symbols at these positions in the
concatenated uplink frame, which are used for channel prediction at
the BS. The signaling overhead is associated with the position set sent
from the BS to the user, which is selected from

(
Ku
L

)
possible position

sets. Hence, each position set conveys log2

(
Ku
L

)
bits of information,

which need to be sent to the user in the downlink frame. The overhead
is acceptable for small Ku. For the case of very large Ku, the vector
quantization method proposed in [9] can be applied to reduce the
overhead, which, however, is beyond the scope of this paper. Since
the training symbol placement only depends on the channel statistics
of the user, which slowly vary, it is unnecessary to be updated for each
uplink frame.

Remark 3: The training symbol placement designed here only
targets for a specific prediction horizon. In practice, we may need
to predict channels over a large span of multiple downlink data
symbols. Since the prediction for the last symbol used for closed-form
transmission in the downlink frame generally leads to the maximum
MSE, we can design the positions of training symbols for the largest
prediction horizon. We will evaluate the performance of such a “worst-
case” strategy in the next section.

Remark 4: As shown in (3), we assume that the temporal corre-
lation is independent from the spatial correlation. This means that
the channel’s spatial correlation is only exploited to reduce the
noise as in [6]. Nonetheless, the proposed training design method
is applicable to more general spatially temporally correlated channel
models.

IV. NUMERICAL RESULTS

In this section, we demonstrate the performance of the pro-
posed training symbol placement using alternating searching. For
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Fig. 2. Temporal correlation between the observations and the channels to
be predicted with different fd’s, and training symbols’ positions as a function
of SNR, fd, and prediction horizon Q. L = 2 training symbols are inserted
in the uplink frame, whose positions are obtained by exhaustive searching.
Results show that p1 = 0 (at the end of the uplink frame) in all scenarios. p2 is
presented in tables (a) and (b), where Q = 6 and fd = 200 Hz are respectively
considered.

comparison, three relevant placements are also considered: uniform
placement that is usually applied for channel estimation [7] and
channel prediction [3], ending placement that places training symbols
at the end of the uplink frame, and an equally spaced placement
with pi = (i − 1)d with numerically optimized interval d, which can
balance the autocorrelation and cross correlation between observations
and the channel to be predicted. These four considered placements
are shown in Fig. 1(b). To see if the proposed suboptimal method
performs close to the optimal solution of (10), the performance with
optimal placement is also shown, which is obtained via exhaustive
searching.

We consider a TDD system with two transmit antennas at the BS
and two receive antennas at the user side. The spatial correlation is
generated according to an exponential model [21], with the correlation
coefficient of ρ = 0.5 for both transmit and receive antennas. The
antenna-specific orthogonal training sequences are employed within
each training symbol, i.e., RX = I. We consider the time-varying
channels based on Jakes’ model [22], with the temporal correlation
function Rt(τ) = J0(2πfdτ), where J0(·) is the zeroth-order Bessel
function of the first kind and fd is the Doppler frequency. It has
been shown that the widely accepted channel models, including SCM,
SCME, and WIM developed by 3GPP/3GPP2 and WINNER, have
very similar temporal correlation functions with Jakes’ model [23].
Unless otherwise specified, the uplink frame includes 16 symbols,
from which four training symbols are selected, and the symbol du-
ration is 71.4 μs [24].

Fig. 2 shows the temporal correlation between the observations and
the channels to be predicted, as well as two tables presenting the
training symbols’ positions as a function of Doppler frequency, SNR,
and prediction horizon. Considering L = 2 training symbols inserted
in the uplink frame, we obtain their optimal positions p1 and p2 by
exhaustive searching. We find that p1 = 0 in all scenarios and show
p2 in the tables. It can be seen that the optimal positions are at the
end of the uplink frame (p2 = 1) when observation noises dominate
the prediction errors, e.g., the cases with low SNR, small Doppler
frequency, or short prediction horizon. In general scenarios, the ending
placement is no longer optimal, even when all the observations are

Fig. 3. Prediction horizon of the five training symbol placements versus
Doppler frequency. Similar to [5], the prediction horizon is defined as the
maximum prediction length with a normalized sum MSE of less than 0.1, i.e.,
ε(S) < 0.1. SNR = 10 dB and L = 4.

Fig. 4. Prediction horizon of the five training symbol placements versus
SNR. The prediction horizon is defined as the maximum prediction length
satisfying ε(S) < 0.1. A typical operation frequency of 2 GHz is considered.
The velocity of the mobile user is 75 km/h, i.e., fd = 139 Hz, and L = 4.

located within the main lobe of the temporal correlation function2, e.g.,
when fd = 100 Hz and 200 Hz.

Figs. 3 and 4 show the prediction horizon of the five training
symbol placements versus Doppler frequency and SNR. The threshold
used in the proposed method is δ = 10−3. The proposed training
symbol placement with alternating searching has the same perfor-
mance as the optimal solution, which provides the longest prediction
horizon. Although the ending placement is optimal for the first-
order Gauss–Markov model, its performance degrades under Jakes’
model. For small Doppler frequency or low SNR, the prediction

2The temporal correlation function of Jake’s channel model monotonically
decreases in the main lobe, similar to that of the first-order Gauss-Markov
channel model, but the latter channel model has a unique feature that is essential
to ensure the optimality of the ending placement.
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Fig. 5. Average normalized sum MSE over Q data symbols in the downlink
frame versus Doppler frequency, Q = 6, L = 4, and SNR = 10 dB.

performance is dominated by noise. In this case, the ending placement
can effectively suppress the noise by exploiting the high temporal
autocorrelation between adjacent observations and hence outperforms
the uniform placement. However, for large Doppler frequency or
high SNR, reducing the prediction errors caused by channel varia-
tion is more important. Compared with the ending placement, the
uniformly inserted training symbols can provide more information
about the channels to be predicted, and thus, a longer prediction
horizon can be achieved. The equally spaced placement with opti-
mal interval d adaptively adjusts from the ending placement to the
uniform placement with the increase in Doppler frequency or SNR.
However, there is still an evident performance gap from the proposed
placement.

Figs. 5 and 6 show the average normalized sum MSE over the first
Q data symbols in the downlink frame3 versus Doppler frequency
and SNR. Two kinds of exhaustive searching are considered, which
are aimed at minimizing the normalized sum MSE for the Qth data
symbol (denoted by “Exhaustive-Q”)4 and at minimizing the aver-
age normalized sum MSE for overall Q data symbols (denoted by
“Exhaustive-Average”), respectively. It is shown that the proposed
training placement with alternating searching based on the “worst-
case” strategy achieves almost the same performance as the two kinds
of exhaustive searching and exhibits an evident performance gain
over the ending placement, the uniform placement, and the equally
spaced placement with the optimized interval d for large Doppler
frequency or high SNR. This is because the MSE for predicting the
channel of the farmost symbol, i.e., the Qth symbol, dominates the
sum MSE or the average MSE for predicting the channels of all Q
symbols.

Fig. 7 shows the convergence behavior of the proposed alternating
searching algorithm. Different initial values are compared to show
their impact on the convergence speed, including those obtained from
ending placement, uniform placement, and the proposed successive
initialization. It can be observed that the alternating searching algo-
rithm with successive initialization has the fastest convergence speed.
The proposed searching algorithm with various initial values almost

3In practical systems, downlink closed-loop transmission may be applied for
the first several symbols in the downlink frame.

4This is in fact a “worst-case” design strategy.

Fig. 6. Average normalized sum MSE over Q data symbols in the downlink
frame versus SNR, Q = 6, L = 4, and fd = 139 Hz.

Fig. 7. Normalized sum MSE for the Qth data symbol in the downlink frame
versus iteration number of the alternating searching algorithm with different
initial values, Ku = 16 and 32, Q = 6, L = 4, SNR = 20 dB, and fd =
200 Hz. Note that L = 4 steps are required to update the L positions within
each iteration.

achieves the same performance as the exhaustive searching after only
one iteration.

V. CONCLUSION

In this paper, we have studied the training symbol placement design
for channel prediction in TDD MIMO systems. We have proven that,
for the first-order Gauss–Markov channel model, the optimal positions
lie at the end of the uplink frame. For general channel models, such an
ending placement only performs well in the cases of small Doppler
frequency or low SNR. We have then proposed a low-complexity
alternating-searching-based training design method. Numerical results
have shown that the proposed searching algorithm converges fast
and achieves almost the same performance as the optimal training
placement found by exhaustive searching. We have shown that the
optimal placement is nonuniform, which demonstrates an evident
performance gain over the uniform placement, the ending placement,
and the equally spaced placement.
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APPENDIX

PROOF OF PROPOSITION 1

According to the first-order Gauss–Markov model, the time-varying
channel is

H(t) = αH(t − Ts) + U(t) (13)

where α ∈ (0, 1) is the fading correlation coefficient that controls
the rate of channel variation, and U(t) is the driven noise consist-
ing of i.i.d. complex Gaussian entries with zero mean and variance
1 − α2.

It is well known that this channel model has a special temporal cor-
relation function, which is Rt((m + n)Ts) = Rt(mTs)Rt(nTs) =
αm+n. Then, we have [Γ(S)]ij = α|pi−pj | and [r(S)]i = αpi+Q,
1 ≤ i, j ≤ L, and the normalized sum MSE in (7) can be
rewritten as

ε(S) = 1 − α2Q+2p1

tr(RC)
tr

((
r̃H(S) ⊗RC

)

×
(
Γ(S) ⊗RC + σ2

(
I⊗R−1

X

))−1
(r̃(S) ⊗RC)

)
(14)

where r̃(S) = [1, αp2−p1 , . . . , αpL−p1 ]T , and p1 < · · · < pL is as-
sumed without loss of generality.

When the SNR is very high, it follows that the sum MSE only
depends on p1, noting that r̃(S) is exactly the same as the first column
vector of Γ(S). That is to say that the MSE will be minimized when
a single training symbol is placed at the end of the uplink frame.
This implies that the prediction can be equivalently decomposed into
the following two steps. We first use the L observations to estimate
the channel at the position of p1 and then use this channel estimate
to predict the future channels. This can be more clearly seen as
follows.

Using the L observations ȳ, the Wiener channel estimate at the
position of p1 can be obtained after some manipulations as

ĥ(t − p1Ts) =
(
r̃H(S) ⊗RC

)

×
(
Γ(S) ⊗RC + σ2(I⊗R−1

X )
)−1

h̄ + z

Δ
=AHB−1h̄ + z (15)

where h̄ = [hT (t − p1Ts), . . . ,h
T (t − pLTs)]

T , z is the complex
Gaussian estimation error vector with zero mean and covariance matrix
AHB−1(I⊗R−1

X )B−1Aσ2, and
Δ
= denotes the definition.

Noting that E{h(t + QTs)ĥ
H(t − p1Ts)} = αQ+p1AHB−1A

and E{ĥ(t − p1Ts)ĥ
H(t − p1Ts)} = AHB−1A, it is not hard to

show that the normalized sum MSE of using ĥ(t − p1Ts) to predict
h(t + QTs) is the same as (14). This indicates that the decomposi-
tion of prediction to the two steps does not cause any performance
loss.

Consequently, the training symbols at the positions of pi, i =
2, . . . , L merely contribute to improving the estimation accuracy of
the channel at p1, which only depends on the relative positions of
pi − p1. By applying the matrix inversion lemma of partitioned ma-
trices, we can prove that all training symbols should be consecutively
inserted to minimize the MSE of the channel estimation. The details
are omitted due to the lack of space. This can be explained by
the fact that high correlation between observations can effectively
suppress the observation noises. Therefore, in general SNR level, the
optimal positions for training symbols are at the end of the uplink
frame.
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