Will Caching at Base Station Improve Energy Efficiency of Downlink Transmission?
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Abstract—Caching popular contents at the base station (BS) can reduce the end-to-end delay of service and the cost of cellular networks. Yet it is unknown whether introducing cache to BS can improve the energy efficiency (EE) of downlink systems. With BS caching, energy consumption for backhauling can be reduced, but caches will also consume energy. In this paper, we analyze the EE of two kinds of networks with a macro BS or multiple non-coordinated pico BSs with caches, where the impact of content popularity and request arrival density are considered. Analytical and simulation results show that introducing cache can improve the EE if the file catalog size is not too large and placing the caches at the pico BSs is more energy efficient.
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I. INTRODUCTION

To meet the ever-increasing traffic demands in 5th generation (5G) cellular networks with low cost and high energy efficiency (EE), we need to rethink the goal of wireless networks. Recently, it was observed that only a small portion of contents are frequently requested by majority of users although there are massive contents in the network [1]. This suggests that the network should be designed toward content dissemination rather than only for transmitter-receiver communication. Considering such a traffic characteristic and the tremendous amount of storage capacity for today’s caches, introducing caching to base station (BS) offers a promising way to unleash the ultimate potential of cellular networks with reduced cost [2].

Local caching of popular files at BSs has been proposed recently in [3–5] to reduce the backhaul cost and access latency as well as to improve the throughput. [2] is the first paper to introduce cache to small cell BS to reduce the backhaul cost, where caching strategies were proposed to serve more users under the constraints of the file downloading time. In [4], a transmission strategy was proposed for cache-enabled wireless network to improve throughput by exploiting multi-user diversity gain. In [5], caching approach was proposed to reduce the traffic loads via multicast transmission. Yet it is unclear until now whether a cache enabled BS can improve the energy efficiency (EE) of a downlink system. This is because if most requested files are stored at the BS cache, the traffic load in backhaul will be reduced and the resulting energy consumption can be saved, but the energy consumed for storage will grow. In fact, the power consumed for backhauling is not negligible for the EE of downlink transmission, especially for small cell networks [6]. On the other hand, when a macro BS serving more users is equipped with cache, the cache will be hit more frequently. By contrast, a small cell BS, say a pico BS, can be turned into sleep mode when there are no users, and is closer to the users despite that the hit rate is lower. Therefore, in order to improve the EE, whether the cache should be placed at macro or pico BS is unknown.

In this paper, we analyze the EE of downlink networks with a macro BS or multiple non-coordinated pico BSs with caches, where the consumption of transmit and circuit powers at the BSs, and the power consumed for backhauling and caching are taken into account but the power consumed in core network is not considered. We derive the EEs for the two kinds of networks, where content popularity and request arrival density are considered. We verify our analysis by simulations, which show that the cache enabled BS can improve the EE and caching at the pico BSs is more energy efficient.

II. SYSTEM MODEL

Consider two downlink cellular networks, where either one macro BS or \(N\) non-coordinated pico BSs are deployed in a circle area with radius \(D_c\) to serve multiple users uniformly distributed in the area, as shown in Fig 1. We use circle cells instead of hexagonal cells for mathematical tractability. Each pico BS is equipped with \(M\) antennas and the macro BS is equipped with \(MN\) antennas. Both kinds of BSs have local cache and are connected to core network with backhaul.

Consider static content catalog that contains \(N_f\) files, ranking from one (the most popular) to \(N_f\) (the least popular) based on popularity. Assume that each user requests a file...
from the catalog with the same file size, \( F \), where the file request arrival follows Poisson process with density \( \lambda \). The probability of requesting file \( i \) is \( P_{Ni} = \frac{\lambda t}{2\pi} \) for all files \( c = N_i \) \[7\], where the parameter \( \delta \) determines the "peakiness" of the distribution, whose value is between 0.5 and 1.0 \[8\].

Assume that each pico BS and the macro BS respectively cache the \( CP \) and \( CM \) most popular files (\( CP, CM \leq N_i \)) \[2\], then their cache capacities are \( CPF \) and \( CMF \), respectively. When a user requests a file \( i \) that is cached at its master BS, i.e., \( i \leq CP \) or \( i \leq CM \), the BS will fetch the file from its cache to serve the user; otherwise the BS will fetch the file from core network via backhaul link.

The overall transmission duration of the system is divided into \( T \) time slots each with interval of \( \tau \). We consider block fading channels where the channels remain constant during each time slot and are independent among different time slots.

Consider that BS \( b \) randomly serves \( K_b(t) \) single antenna users at time slot \( t \) with zero-forcing beamforming (ZFBF) and equal power allocation, where \( K_b(t) = K(t) \leq MN \) for macro BS and \( K_b(t) = K_b(t) \leq M \) for pico BS.\(^1\)

Denote \( \mathbf{H}_b(t) = \begin{bmatrix} \sqrt{r_{1b}(t)} \mathbf{h}_{1b}(t), \ldots, \sqrt{r_{K_b(t)}(t)} \mathbf{h}_{K_b(t)}(t) \end{bmatrix} \), where \( P \) is the transmit power of each user, \( \mathbf{w}_b(t) = \mathbf{w}_b(t)/\|\mathbf{w}_b(t)\| \), \( \mathbf{w}_b(t) \) is the conjugate transpose, and \( \| \cdot \| \) denotes the Euclidean norm. For user \( k \) served by BS \( b \) in the network with pico BSs, the received signal-to-interference-plus-noise ratio (SINR) is

\[
\gamma_b^P(t) = \frac{P}{K(t)\alpha_b} \| \mathbf{h}_b(t) \|^2, 
\]

where \( K_b(t) = \sum_{j \neq k}^{N} r_{jk}(t) \mathbf{h}_{j}(t) \mathbf{w}_b(t) \) is the power of inter-cell interference (ICI) and \( \sigma^2 \) is the variance of the white Gaussian noise. For the network with a macro BS, the SINR of user \( k \) is

\[
\gamma_b^M(t) = \frac{P}{K(t)\alpha_c} \| \mathbf{h}_b(t) \|^2 / (K(t)\alpha_c \sigma^2). 
\]

III. EE ANALYSIS OF THE TWO SYSTEMS WITH CACHE

The EE is defined as the ratio of averaged number of bits totally transmitted to averaged energy consumed in \( T \) time slots.

For the network with pico BSs, the EE is

\[
EE^P = \frac{E \left[ \sum_{t=1}^{T} \sum_{i=1}^{N} \frac{K(t)}{T} \gamma_b^P(t) \right]}{E \left[ \sum_{t=1}^{T} \tau \rho_{P,b}(t) \right]}, 
\]

where \( \gamma_b^P(t) = \log_2(1 + \gamma_b^P(t)) \) is the data rate of user \( k \) served by the pico BS \( b \) and \( \rho_{P,b}(t) \) is the power consumed at the pico BS in time slot \( t \). The power consumed at a macro BS, the EE is

\[
EE^M = \frac{E \left[ \sum_{t=1}^{T} \frac{K(t)}{T} \gamma_b^M(t) \right]}{E \left[ \sum_{t=1}^{T} \tau \rho_{M}(t) \right]}, 
\]

where \( \gamma_b^M(t) = \log_2(1 + \gamma_b^M(t)) \), and \( \rho_{P,b}(t) \) is the power consumption of the macro BS.

A. Averaged Number of Bits Totally Transmitted

When \( \lambda \) is small such that the required sum rate is less than the achievable sum rate of the network, the files requested by all users can be successfully transmitted. Then, the average number of bits totally transmitted in the network is

\[
B_b^P = B_b^M = F \lambda T \tau, 
\]

where \( \lambda T \tau \) is the average number of files requested by all users in macro or pico network in \( T \) time slots.

When \( \lambda \) is large such that all the BSs are fully occupied, we have \( K_b^P(t) = M \) for each pico BS and \( K^M(t) = NM \) for the macro BS in all time slots \( 0 \leq t \leq T \). For notational simplicity, we omit \( t \) in \( K(t) \) and \( \gamma_b^M \) in the sequel. Then, the average number of bits totally transmitted is

\[
B_b^P = W T + N M E \{ R_b \}. 
\]

B. Averaged Number of Bits Serviced

When served by the macro BS, the achievable rate of user \( k \) averaged over small scale channel can be derived by approximate the distribution of \( 1 + \gamma_b^M(t) \) as a Gamma approximation by matching the first and second moments \[9\].

\[
\frac{E_k \{ R_k^M \}}{E_k \{ R_k^P \}} \approx \log_2 \left( 1 + \frac{\alpha_c}{\alpha_c - \sigma^2} \right). 
\]

By taking the expectation over \( r_k \) for the users uniformly distributed in the cell with radius \( D_c \), the average achievable rate of user \( k \) when the cell-edge signal-to-noise ratio (SNR) \( P/\pi D_c^2 \alpha_c \sigma^2 \) is high can be approximated as

\[
\frac{E_k \{ R_k^M \}}{E_k \{ R_k^P \}} \approx \alpha_c \log_2 \left( 1 + \frac{\alpha_c}{\alpha_c - \sigma^2} \right) + \frac{\alpha_c}{2 \alpha_c^2 - 2 \sigma^2} \frac{1}{\pi D_c^2}. 
\]

By substituting (7) into (5) with \( K^M = NM \), the averaged number of bits totally transmitted when \( \lambda \) is large can be approximated as

\[
B_b^M \approx W T + N M \left( \frac{\alpha_c}{2 \alpha_c^2 - 2 \sigma^2} \frac{1}{\pi D_c^2} \right). 
\]

When served by the pico BSs, deriving the average rate is very challenging owing to the ICI. To simplify the derivation, we replace \( I_b \) in (1) by an approximated average ICI \( I \) by only accounting for the interference from the nearest BSs. For a user in the shaded area in Fig. 2, the average ICI can be approximated by those caused by two nearest cells as

\[
I = \frac{A}{4} \int_{2r_c}^{3r_c} \frac{2 \pi r_c}{r_c} \frac{P}{\pi D_c^2} \frac{1}{\pi D_c^2} dr = \frac{\alpha_c}{4} (4(2D_c)^{-\alpha} - 4(2D_c)^{-\alpha}). 
\]

where \( \alpha = \pi D_c^2/36 \) is the area of the shaded area.

Analogously, by averaging over the small scale fading channel and the distance \( r_{xb} \) and introducing approximations as in (6) and (8), the averaged number of bits transmitted by all \( N \) pico BSs when \( \lambda \) is large can be approximated as

\[
B_b^P \approx W T + N M \log_2 \left( \frac{\alpha_c}{2 \alpha_c^2 - 2 \sigma^2} \frac{1}{\pi D_c^2} \frac{1}{\pi D_c^2} \frac{1}{\pi D_c^2} \right). 
\]
Fig. 2. Approximated average interference caused by the nearest cells

By combining (4), (8) and (10), the averaged number of bits totally transmitted in the network can be approximated as

$$B^P \approx \min\{B^P_1, B^P_2\}, \quad B^M \approx \min\{B^M_1, B^M_2\}. \quad (11)$$

B. Energy Consumption

We extend the typical network model to include caching power consumption as follows,

$$P_{BS}(t) = \rho P_{TX}(t) + P_{CC}(t) + P_{CA}(t) + P_{BH}(t), \quad (12)$$

where $P_{TX}(t)$, $P_{CC}(t)$, $P_{CA}(t)$ and $P_{BH}(t)$ respectively denote the power consumed at each BS for transmitting, operating circuit, caching and backhauling, and $\rho$ reflects the impact of power amplifier, cooling and power supply.

1) Transmit and Circuit Energy Consumption: When there is no request in a cell, the BS will be turned into idle mode. The transmit power of BS in time slot $t$ is $P_{TX}(t) = P$ in active mode or 0 in idle mode. The circuit power in slot $t$ is $P_{CC}(t) = P_{CC,a}$ in active mode or $P_{CC,i}$ in idle mode. Then, the average transmit and circuit energy consumption of the network with pico BSs and the network with a macro BS are respectively

$$E^P_{TC} = \mathbb{E}\left\{\sum_{t=1}^{T} \sum_{b=1}^{N} \tau(P_{b, TX}(t) + P_{b, CC}(t))\right\}, \quad (13)$$

$$E^M_{TC} = T^M \tau\left(\rho P + P_{CC,a}\right) + \left(T - T^M\right)\tau P_{CC,i}^M, \quad (14)$$

where $T^P_b$ and $T^M$ are respectively the number of active time slots of pico BS $b$ and that of the macro BS averaged over small-scale fading, user location and file request arrival.

**Proposition 1:** When $T \to \infty$, we have

$$T^P_b \leq T^P_{\text{max}} = \min\left\{T, \frac{\lambda TF_{\text{min}}}{N P_{\text{min}}}\right\}, \quad (15)$$

$$T^M \leq T^M_{\text{max}} = \min\left\{T, \frac{\lambda TF_{\text{min}}}{P_{\text{min}}}\right\}, \quad (16)$$

where $R_{\text{min}}^P \approx \frac{\alpha}{2 \ln 2} + \log_2 \frac{M P}{D^P T^P (1 + \sigma^2)}$, and $R_{\text{min}}^M \approx \frac{\alpha}{2 \ln 2} + \log_2 \frac{NMP}{\tau}$. 

**Proof:** See Appendix A

By substituting (15) and (16) into (13) and (14) respectively, we can obtain the upper bounds of $E^P_{TC}$ and $E^M_{TC}$.

2) Caching Energy Consumption: The caching power consumption is modeled as $P_{CA}(t) = B_{CA} w_{CA}$ [11], where $B_{CA}$ is the number of cached bits, and $w_{CA}$ is the power efficiency of caching hardware in watt/bit. Then, the energy consumption for caching can be expressed as

$$E^P_{CA} = T\tau C^{P} F_{\text{CA}}, \quad E^M_{CA} = T\tau C^{M} F_{\text{CA}}. \quad (17)$$

where $T\tau$ is the total duration of caching, $C^{P} F$ and $C^{M} F$ are the number of bits cached at each pico and at the macro BS, respectively.

3) Backhauling Energy Consumption: The backhauling power consumption is modeled as [12]

$$P_{BH}(t) = \frac{p_{BH} R_{BH}(t)}{C_{BH}} \equiv w_{BH} R_{BH}(t), \quad (18)$$

where $p_{BH}$ is the power consumption under the backhaul capacity $C_{BH}$, $w_{BH} \equiv p_{BH}/C_{BH}$, and $R_{BH}(t)$ is the backhaul traffic in time slot $t$.

Then, the energy consumption for backhauling averaged over small scale fading, user location and file request arrival can be expressed as

$$E_{BH} = \mathbb{E}\left\{\sum_{t=1}^{T} \tau P_{BH}(t)\right\} = w_{BH} B_{BH}, \quad (19)$$

where $B_{BH}$ is the average total number of bits fetched from the core network via backhaul links.

Denote $p_{CA}$ and $p_{CB}$ as the probability of the requested files being cached at a pico BS and at the macro BS (i.e., the hit ratio of cache), respectively. Then, we have

$$B^P_{BH} = B^P (1 - p_{CA}), \quad B^M_{BH} = B^M (1 - p_{CA}), \quad (20)$$

where $B^P$ and $B^M$ are given in (11), and

$$p_{CA} = \sum_{i=1}^{C_{MB}^{P}} P_{N_{j}(i)} = \frac{\sum_{i=1}^{C_{MB}^{P}} i - 3}{\sum_{k=1}^{K} k - 3}, \quad p_{CM} = \frac{\sum_{i=1}^{C_{MB}^{M}} i - 3}{\sum_{k=1}^{K} k - 3},$$

from which the scaling law of $E_{BH}$ can be derived as

$$\lim_{C_{MB}^{P} \to \infty} E_{BH}^{P} = w_{BH} B^{P} \left(1 - \frac{(C_{MB}^{P})^{1-3}}{N_{j}^{1-3}}\right), \quad 0 \leq \delta < 1, \quad (21)$$

$$\lim_{C_{MB}^{M} \to \infty} E_{BH}^{M} = w_{BH} B^{M} \left(1 - \frac{(C_{MB}^{M})^{1-3}}{N_{j}^{1-3}}\right), \quad 0 \leq \delta < 1. \quad (22)$$

This implies that the energy consumption for backhauling will reduce sharply with a little increase of the cache size but decrease more and more slowly with the growth of cache size.

Finally, the average total energy consumption in the networks are respectively $E^P = E^P_{TC} + E^P_{CA} + E^P_{BH}$ and $E^M = E^M_{TC} + E^M_{CA} + E^M_{BH}$, and the EEs can be respectively computed with (2) and (3).

IV. ANALYTICAL AND SIMULATION RESULTS

In this section, we evaluate the impact of deploying cache at the macro BS or pico BS on the EE of the network.

We consider the network either with $N = 7$ non-coordinated pico BSs each with $M = 4$ antennas or one macro BS with $N = 28$ antennas as shown in Fig 1. $W = 10$ MHz, $D_e = 250$ m, $a^2 = -95$ dBm, $\tau = 5$ ms, and $T = 10^4$. The path-loss models for pico and macro cell are $30.6 + 36.7 \log_{10}(r_{bs})$ in dB and $35.3 + 37.6 \log_{10}(r_{k})$ in dB, respectively [13]. Unless otherwise specified, the file catalog contains $N_f = 1000$ files each with size of $F = 30$ MB (MegaByte) [2]; the file request density within the area is $\lambda = 2$ files/second and the popularity distribution of the files follows Zipf-like distribution with parameter $\delta = 0.8$ [14]. The power consumption parameters of the system are listed in Table I.

In Fig. 3, we provide the analytical results of the energy consumption and EE of the network with pico BSs versus the
total energy consumption continues to drop until \( N \) cache capacity and increases with consumption for backhauling decreases with the growing of analytical results and the two kinds of networks behave similarly. Because simulation results are very close to the analytical results are close to the simulation results. It is shown that the energy consumption for backhauling decreases with the growing of cache capacity and increases with \( N_f \). When \( N_f \) is small, the total energy consumption continues to drop until \( C^P \) reaches \( N_f \), otherwise it first decreases and then increases. This is because the energy consumed for backhauling decreases with cache capacity as shown in (21) while that for cache increases linearly with the cache size as in (17). Since the cache capacity and \( N_f \) do not affect the total number of bits transmitted in the network, the EE behaves oppositely to the total energy consumption.

<table>
<thead>
<tr>
<th>TABLE I POWER CONSUMPTION PARAMETERS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Macro BS</td>
</tr>
<tr>
<td>( P )</td>
</tr>
<tr>
<td>( P_{CC} )</td>
</tr>
<tr>
<td>( P_{CC,1} )</td>
</tr>
<tr>
<td>( P_{CC,2} )</td>
</tr>
<tr>
<td>( \delta_{BH} )</td>
</tr>
<tr>
<td>( \omega_{CA} )</td>
</tr>
</tbody>
</table>

In Fig. 3, we compare the analytical results of the EE for both networks with the simulation results. It is shown that the analytical results are close to the simulation results. When \( \lambda \) increases, the EE of both systems first increase and then remain constant, because each BS will become fully occupied and the total number of bits will not increase anymore. When the total cache capacities in the two kinds of networks are equal, i.e., \( C^P = 143 \) and \( C^M = 1000 \), the EE gain from using caches in pico BSs is larger than that from using cache in macro BS, because the pico BSs have more opportunities to idle and have low transmit and circuit power. If the cache capacity at each pico BS is the same as that at the macro BS or \( \delta \) gets larger, the EE gain in the pico network will be even higher. This suggests that the network with pico BSs benefits more from caching by saving the energy consumption for backhauling.

V. CONCLUSION

In this paper, we investigated whether introducing cache to BS will improve the EE of downlink networks and where the cache should be placed. Analysis and simulation results showed that the EE will be improved by introducing cache if the file catalog size is not too large. Compared with caching at a macro BS, caching at multiple pico BSs is more energy efficient by saving the energy consumed for backhauling.

APPENDIX A

PROOF OF PROPOSITION I

When the macro BS schedules only one user at each time slot, the BS operates at its minimal service capability. Then, the active time will reach the maximal value \( T_{max} \). Denote \( R_{max}(t_i) \) as the sum rate of the system when serving one user at the \( i \)th active time slot \( t_i \), \( 0 \leq t_i \leq T_{max} \). When \( T_{max} = \infty \), the total number of bits of requested files during \( t \) time slots should be equal to the total number of bits transmitted, which is

\[
B_{RQ} = W \sum_{t=1}^{T_{max}} R_{min}(t_i). \tag{23}
\]

By taking the inverse of both sides of (23) and multiplying both sides by \( T_{max}/T \), we can obtain

\[
\frac{T_{max}}{T} = \frac{B_{RQ}}{W} \sum_{t=1}^{T_{max}} R_{min}(t_i). \tag{24}
\]

If \( T \to \infty \), then \( T_{max} \to \infty \), and we have

\[
R_{min} \triangleq \lim_{T \to \infty} \frac{1}{T_{max}} \sum_{t=1}^{T_{max}} R_{min}(t_i) = E\{R_{min}(t_i)\}

= E\{R_k\} \approx \frac{P \alpha}{2 \ln 2} \log_2 \frac{NP}{P_{Dc} \sigma^2}, \tag{25}
\]

where in step (a) we use the approximation in (7) by letting \( K_m = 1 \). Substituting (25) into (24) for \( T \to \infty \) and further taking the expectation of both sides of (24) over small scale fading, user location and file request arrival, we have

\[
\lim_{T \to \infty} \frac{T_{max}}{T} = \frac{\lambda P}{W R_{min}}, \tag{26}
\]

where we use \( E\{B_{RQ}\} = F \lambda T r \) and \( T_{max} = E\{T_{max}\} \). Combining (25) and (26), the result for the macro BS is proved. The result for the pico BSs can be similarly proved.
REFERENCES


