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Abstract—Recent work has demonstrated the gain of full-
duplex (FD) network over half-duplex (HD) network in bidi-
rectional sum throughput under the assumption of symmetric
uplink-downlink traffic demands and perfect self-interference
suppression (SIS). In this paper, we study the performance gain
of FD network over HD network under asymmetric bidirectional
traffic demands and non-ideal SIS. To this end, we investigate the
traditional static time division duplex (TDD) transmission mode
and the advanced dynamic TDD transmission mode to obtain
the performance of HD network, and investigate the pure FD
transmission mode and a flexible HD-FD hybrid transmission
mode, namely XD mode, to obtain the performance of FD
network. We use the number of users supported by a network
as performance metric, which is defined as the minimum of the
weighted numbers of users supported in uplink and downlink
given random traffic demands of users. To maximize the number
of users, we optimize the bidirectional transmit power for pure
FD mode, bidirectional time slot configuration for dynamic TDD
mode, and both for XD mode. Numerical results show an evident
gain of pure FD mode and XD mode over static TDD mode for
different levels of traffic asymmetry, but the gain over dynamic
TDD mode is marginal, which cannot justify the application of
FD technology in cellular systems without advanced interference
control mechanisms.

Index Terms—Full duplex, hybrid duplex, dynamic TDD,
traffic asymmetry.

I. INTRODUCTION

The fifth-generation (5G) wireless networks will achieve
1000-fold increase in network capacity and 10∼100-fold
increase in number of connected devices [1]. To meet the
challenging requirements, a host of novel techniques are being
considered for future 5G systems, among which small cell
network (SCN) and full duplex (FD) communication have
attracted wide attention as two potential candidates.

The benefits of SCN have been well explored in the
literature, which can significantly enhance spatial reuse and
thus system capacity through network densification [2]. As a
direct consequence of reducing cell size, the variation in traffic
demands between different cells is more fluctuated [3]. More-
over, time-varying traffic asymmetry for uplink and downlink
within each cell is expected due to the proliferation of diverse
applications for smart wireless devices, users’ mobility, and
application usage behavior [4]. Therefore, technologies to
deal with the spatio-temporally evolving bidirectional traffic
asymmetry are needed for 5G systems [5].
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Frequency division duplex (FDD) systems are generally rec-
ognized as difficult to handle bidirectional traffic asymmetry
because of the equally paired frequency usage in downlink and
uplink. Asymmetric FDD carrier aggregation by using more
frequency bands in one direction can solve the problem to a
certain extent, which however requires more transceivers at
users, leading to increased cost and power consumption [5].
By contrast, time division duplex (TDD) systems have the
capability to handle asymmetric bidirectional traffic demands.
In traditional macro cell deployment scenarios, an asymmet-
ric time slot configuration can be employed for uplink and
downlink, which however needs to be used in all cells across
the entire network in order to avoid the detrimental opposite-
directional interference, e.g., the interference generated by a
downlink transmitting base station (BS) to an uplink receiving
BS. The synchronous time slot configuration, referred to as
static TDD, is highly inefficient in SCN because of the spatio-
temporal traffic asymmetry, which motivates the investigation
of cell-specific dynamic TDD technology [6,7]. The mitigation
of opposite-directional interference is a key challenge for
dynamic TDD, and various interference control methods have
been proposed in the literature, such as time slot allocation [8],
power control [9], access control [10], coordinated beamform-
ing [11], and cell clustering [3, 12]. In [13], the performance
of dynamic TDD was analyzed, where a considerable gain
of dynamic TDD over static TDD was demonstrated under
asymmetric bidirectional traffic demands.

FD communications can be regarded as an enhanced dy-
namic TDD in the sense that both uplink and downlink in
each cell operate simultaneously so that time slot allocation
is no longer necessary, which therefore can naturally support
asymmetric bidirectional traffic demands. FD communications
were long believed impossible in wireless system design due
to the severe self-interference within the same transceiver.
However, the plausibility of FD technology was approved by
recent tremendous progress in self-interference suppression
(SIS), e.g., [14] and references therein, where it was reported
that the self-interference can be suppressed to noise level.
When applied in short-range point-to-point communications,
FD system was demonstrated to achieve nearly doubled link
performance over half duplex (HD) system [15,16]. FD tech-
nology was also applied in relay systems to improve coverage
and spectral efficiency, which can avoid the waste of resources
in HD relay systems [17].

Although the promised benefits of FD technology have
been established for point-to-point communications and relay
systems, when applying to cellular network, the performance
gain of FD network over traditional HD network will be
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impacted by new types of interference, i.e., BS-BS and
user-user interference. The performance of FD network has
been analyzed based on stochastic geometry model in the
literature [18–24]. In [18], the performance of FD network
with FD BSs and FD users was analyzed, and it is shown
that FD network can provide large gain for both uplink and
downlink compared to HD network when the self-interference
is well cancelled. In [19], a FD network with FD BSs and
HD users was considered, and the authors concluded that FD
network can nearly double the downlink rate under perfect
SIS but its uplink performance is susceptible to the BS-BS
interference if the pathloss from adjacent transmitting BSs
to a receiving BS is much smaller than that to users, e.g.,
in a macro-cell network with BSs deployed on the top of
towers or building rooftops. The impact of different pathloss
on uplink performance is alleviated in SCN due to the lower
height of BS antennas. Further considering that the users
and small BSs have comparable transmit power, it has been
shown in [25, 26] that FD can be viable in SCN. In [20], the
bidirectional sum throughput of a hybrid duplex heterogeneous
network was investigated, where part of the BSs operate in
FD mode communicating with FD users while other BSs
operate in HD downlink mode transmitting to HD users. It was
shown in [20] that the hybrid mode can achieve an evident
gain over HD mode under well SIS and high BS density.
Such a hybrid duplex mode was also analyzed in [21] for
a wireless ad-hoc network, and it is concluded that under
perfect SIS the hybrid network can achieve higher throughput
than HD network but achieving the double throughput is
impossible. In [22, 23], a so-called α-duplex scheme was
studied and its superiority was demonstrated, with which
a BS may operate in FD mode, HD uplink mode or HD
downlink mode in different frequency bands. In [24], a hybrid
duplex network with directional transmission and reception
was investigated, where a FD BS may serve one FD user
or two HD users. It was shown in [24] that serving two
HD users is more beneficial than serving one FD user under
imperfect SIS, which coincides with the results in [22, 23].
The aforementioned works analyzing the advantages of FD
network explicitly or implicitly employed the assumption that
the uplink and downlink traffic demands are symmetric, e.g.,
in [18, 20]. When asymmetric bidirectional traffic demands
are taken into account, the system-level simulation results
in [27] and [28] showed that the gain of FD network over HD
network will be compromised. In our preliminary work [29],
the performance gain of pure FD network over HD network
was analyzed and it was shown that pure FD network has
evident gain over static TDD, but the gain over dynamic TDD
decreases with the increase of bidirectional traffic asymmetry.

In this paper, we investigate the performance gain of FD
network over HD network under bidirectional traffic asymme-
try and non-ideal SIS. The main contributions are summarized
as follows.

• We develop a framework for investigating the perfor-
mance of FD network and HD network based on the
Poisson Point Process (PPP) topology. First, we propose
a flexible HD-FD hybrid transmission mode, namely XD

mode, where each frame is divided into three phases
for pure FD, pure HD downlink, and pure HD uplink,
respectively. The time slots allocated to the three phases
and the bidirectional powers for pure FD phase are
configurable. It provides a unified way to optimize and
compare the performance of FD and HD networks. The
resultant optimization problem and solutions are com-
pletely different from [29] where only pure FD mode was
optimized. Second, to measure the performance of FD
and HD networks under asymmetric bidirectional traffic
demands, we introduce the number of users supported
by the networks as performance metric. Considering the
randomness of traffic demands of users, the number of
users is defined in a probability manner. We find an
approach to explicitly express the probability model, and
then formulate the optimization problems to maximize the
number of supported users in different operating modes.

• The formulated problem for resource configuration in XD
mode is non-convex. We propose an algorithm to find
its global solution, based on which the optimal resource
configurations for pure HD dynamic TDD mode and pure
FD mode are obtained, respectively. Numerical results
show that the level of SIS has large impact on the
performance of pure FD mode, which is much worse than
HD network for small SIS. The gain of XD mode over
static TDD mode is significant, however, the gain over
dynamic TDD mode is limited especially in the typical
downlink traffic dominant scenario. This implies that
applying FD technology to cellular network by simply
replacing current HD BSs with FD BSs is inadequate, and
effective suppression of BS-BS and user-user interference
is indispensable for the deployment of FD network.

II. SYSTEM MODEL

A. Network Model and Hybrid Duplex

Consider a small cell network where the cells are grouped
into clusters according to their bidirectional traffic demands,
which can be formed based on existing cell clustering methods
designed for dynamic TDD, e.g., [12]. Cluster-specific uplink-
downlink resource configuration is employed in each cluster
based on the bidirectional traffic demands, and different con-
figurations can be used between clusters.

Consider that the BSs have FD capability, which can operate
in either FD or HD mode, while the users can only operate in
HD mode. Under imperfect SIS, such a three-node architecture
for FD communications, i.e., one FD BS serving two HD
users, has been shown to outperform the two-node architecture,
i.e., one FD BS serving one FD user, in terms of either
performance, complexity or energy consumption [24]. Suppose
that time division multiple access (TDMA) is employed to
serve multiple users within each cell. Then, within every time
slot each BS will schedule one uplink or downlink user if it
operates in HD mode, and will schedule one uplink user and
one downlink user simultaneously if operating in FD mode.

We investigate a flexible HD-FD hybrid duplex scheme,
where the BSs can operate in pure FD mode via simultane-
ously transmitting and receiving, pure HD uplink receiving



0090-6778 (c) 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TCOMM.2017.2743689, IEEE
Transactions on Communications

3

Fig. 1. Frame structure of XD mode in a transmission period.

mode, and pure HD downlink transmitting mode. We denote
the hybrid duplex scheme by XD mode for notational sim-
plicity. Let Tf , Thu and Thd denote the fraction of time slots
allocated to the three modes within each frame, respectively,
0 ≤ Tf , Thu, Thd ≤ 1, and Tf + Thu + Thd = 1. The frame
structure of the XD mode is shown in Fig. 1.

In this paper, we study the resource configuration for XD
mode, including the optimization of both time slot fractions
Tf , Thu and Thd and transmit powers of BSs and users. The
configuration keeps constant within a so-called transmission
period T , during which the traffic demands in a cluster are
stable. According to the measurement based traffic model
in [30], one can compute that the transmission period T can
last tens of minutes or even hours, within which the variation
of traffic demands is less than 5%. Thus, we can implement
the resource configuration for XD in a semi-dynamic manner.

To analyze the benefits of introducing FD communications
in cellular networks, we need to optimize and compare the
performance of XD mode, pure FD mode, HD dynamic TDD
mode, and HD static TDD mode. Note that the latter three
modes are special cases of XD mode. In particular, XD mode
reduces to pure FD mode if Thu = 0 and Thd = 0, and reduces
to pure HD dynamic or static TDD mode if Tf = 0. Therefore,
it is sufficient for us to only study the resource configuration
problem for XD mode, from which the solutions to pure FD
or pure HD mode can be obtained readily. Moreover, it can
be expected that XD mode will never perform inferior to pure
HD or FD mode, because it can adaptively select its operation
mode, either FD mode, HD mode or a mixture of them,
according to the bidirectional traffic demands in a cluster. This
can be accomplished with the resource configuration algorithm
proposed in next section.

B. Average Bidirectional Data Rates

In this subsection we analyze the average downlink and
uplink data rates of a user achieved during the long-term
transmission period T based on stochastic geometry model.
We first obtain the complementary cumulative distribution
functions (CCDF) of the downlink and uplink signal-to-
interference-plus-noise ratio (SINR) of the user based on exist-
ing works [22,23,31], and then obtain its average bidirectional
data rates.

The stochastic geometry model assumes that the interfer-
ence is originated from an infinite network, which can be
exactly applied to our problem for the scenarios where all
cells have similar traffic demands so that the cluster has a
very large size. When taking into account the uneven spatial
distribution of traffic demands, it will be more beneficial to
form smaller cell clusters. Since the resource configuration in
different clusters may differ, e.g., one cluster operates in FD

mode while an adjacent cluster may operate in HD downlink
mode, using stochastic geometry model, which implicitly
assumes all clusters have the same configuration, may lead
to a certain performance bias. Nevertheless, the performance
bias is not large for the considered SCN, because users and
BSs have comparable transmit powers so that the difference of
the interference generated from an adjacent cluster operating
in different modes is generally not significant. Thus, in the
following we still employ the stochastic geometry model
regardless of the cluster size. The accuracy of the analytical
results will be verified by simulations later.

Assume that the BSs are randomly located according to
a homogeneous PPP Ω of density λ in the Euclidean plane.
Each user is associated with the closest BS in both uplink and
downlink. Due to the restriction that each cell schedules only
one uplink user in each time slot, the locations of all scheduled
uplink users in the same time slot are in fact dependent in the
sense that the presence of one uplink user in a particular cell
prohibits the presence of any other uplink users in the same
cell. Such a location dependence is also true for all scheduled
downlink users for the same reason. Moreover, the locations
of uplink users and downlink users are coupled because it is
implicitly assumed in FD mode that there always exists at least
one uplink user located in the same cell where a downlink user
presents for scheduling [22,23]. The dependence and coupling
of locations of scheduled users make the analysis of network
performance very complicated. For analytical tractability, as is
often assumed in the literature, e.g., [22,23,31,32], we assume
that the locations of the scheduled uplink or/and downlink
users in each HD/FD time slot follow independent PPP Φ
and Ψ, respectively, with the same density λ as the BSs. This
assumption has been verified in [32] through a comparison
with the real deployment of an urban 4G network. Note that
this assumption does not mean that the numbers of uplink and
downlink users served in the network are identical, because,
for example, a downlink user with more data to transmit than
an uplink user will occupy more time slots than the uplink
user, leading to fewer number of downlink users served in the
network. In addition, we assume standard power-law pathloss
and independent and identically distributed (i.i.d.) Rayleigh
fading channels as in [22, 23, 31].

We consider distance-proportional fractional power control
for uplink [31]. The transmit power of an uplink user is set as
Pud

ηαbu , where η ∈ [0, 1] is the power control factor, αbu is
the pathloss exponent from the user to its serving BS, d is the
distance between them, and Pu is the base power to ensure
that a given percent of users, denoted by θ, in each cell can
satisfy the maximal transit power constraint. Specifically, Pu

is set to ensure P{Pud
ηαbu≤Pu,max 0}≥θ, where Pu,max 0 is

the maximum transmit power of users, and P{·} denotes the
probability. Let Pu,max denote the solution of P{Pud

ηαbu ≤
Pu,max 0}=θ, which can be easily found given the distribution
of d. Then, we know Pu≤Pu,max should hold. In the downlink
all BSs transmit with a fixed power Pd.

Assume that the users randomly move within their serving
cell during the long-term transmission period T . Thus, the
CCDF of the SINR of an arbitrary user is equivalent to the
network coverage probability. We first consider the pure FD
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mode with Tf = 1, where each FD BS serves one uplink user
and one downlink user in the same time slot. The downlink
transmission experiences the interference from both other BSs
and all co-scheduled uplink users. Following the derivations in
[22, 23, 31], after some regular manipulations, we can obtain
the CCDF of the downlink SINR of a user as

pfd(γ) =2πλ

∫ ∞
0

re−λπr
2

e
− r

αbuγN0W0
Pd F1f(r, γ)·

F2f(r, γ, Pd, Pu)F3f(r, γ, Pd, Pu)dr, (1)

where F1f(r, γ), F2f(r, γ, Pd, Pu), and F3f(r, γ, Pd, Pu) de-
note the interference from inter-cell BSs, inter-cell uplink
users, and intra-cell uplink user, respectively, F1f(r, γ) =

exp
(
− πλr2γ

2
αbu

∫∞
γ−2/αbu

1
1+xαbu/2

dx
)
, F2f(r, γ, Pd, Pu) =

exp
(
− 2πλ

∫∞
1

∫∞
0

2πλz3xe−πλz
2

1+xαuur−αbuγ−1z(αuu−ηαbu) Pd
Pu

dzdx
)
, and

F3f(r, γ, Pd, Pu) =
∫∞

0

∫ 2π

0
λrIe

−πλr2I

1+rαbuγr
ηαbu
I r̄

−αuu/2
I

Pu
Pd

dδdrI

with r̄I , r2
I + r2− 2rIr cos(δ). W0 is the system bandwidth,

αbu and αuu denote the BS-user and user-user pathloss
exponents, which are typically different due to the different
antenna heights and propagation environments at BSs and
users [22], N0 is the noise power spectrum density, rI denotes
the distance between the intra-cell uplink user and its serving
BS, and δ ∈ [0, 2π] is the separation angle between the uplink
and downlink users in the same cell without considering any
scheduling.

The uplink transmission under pure FD mode suffers from
the inter-cell interference generated by both other-cell up-
link users and other BSs, and also the self-interference. As
in [22], we model the attenuation power of self-interference
as βPdhs, where βPd is the average self-interference power
after suppression, and hs follows the exponential distribution
to represent the uncertainty in SIS. The average power of the
suppressed self-interference can be expressed as 10 log10 Pd−
10 log10 (βPd) = −10 log10 β in units of dB, which can be
more than 100 dB as reported in recent work [14]. As two
extreme cases, β = 0 means perfect SIS, while β = 1 means
no SIS.

Based on the results in [22, 23, 31], the CCDF of uplink
SINR in FD mode can be obtained as

pfu(γ) =2πλ

∫ ∞
0

re−λπr
2

e
−r(1−η)αbuγN0W0

Pu F ′1f(r, γ)·

F ′2f(r, γ, Pd, Pu)F ′3f(r, γ, Pd, Pu)dr, (2)

where F ′1f(r, γ), F ′2f(r, γ, Pd, Pu), and F ′3f(r, γ, Pd, Pu)
denote the interference from inter-cell uplink
users, inter-cell BSs, and self interference,
respectively, F ′1f(r, γ) = exp

(
− 2πλ

∫∞
1

∫∞
0

2πλz3xe−πλz
2

1+r(η−1)αbuγ−1z(1−η)αbuxαbu
dzdx

)
, F ′2f(r, γ, Pd, Pu) =

exp
(
− πλr

2αbu(1−η)
αbb

(
Pd

Pu
γ
)2/αbb

∫
y>0

1
1+yαbb/2

dy
)
, and

F ′3f(r, γ, Pd, Pu) = 1

1+
r(1−η)αbuγβPd

Pu

. Herein, αbb denotes the

pathloss exponent between BSs.
With the CCDF of downlink and uplink SINR, we can

readily obtain the bidirectional average rates in FD mode in a

transmission period by integrating over SINR, which are

R̄fd(Pd, Pu) = W0

∫ ∞
0

pfd(et − 1)dt, (3a)

R̄fu(Pd, Pu) = W0

∫ ∞
0

pfu(et − 1)dt. (3b)

From the average data rates under pure FD mode, we can
easily obtain the average data rates under pure HD network,
where Tf = 0 and Thu + Thd = 1. Specifically, the average
downlink rate under pure HD mode, denoted by R̄hd(Pd), can
be obtained from (3a) by setting the transmit power of users
as zero, i.e., Pu = 0. Similarly, the average uplink rate under
pure HD mode, denoted by R̄hu(Pu), can be obtained from
(3b) by setting the transmit power of BSs as zero, i.e., Pd = 0.

Under XD mode, the data of a user can be delivered in part
by both FD mode and HD mode. We assume that the time
slots that a BS uses to serve a user in FD and HD modes
are proportional to the total time slots of FD and HD modes.
Specifically, if the total time slots allocated to a downlink
user is T , then the BS will serve the user in FD mode with

Tf

Tf+Thd
T time slots and in HD mode with Thd

Tf+Thd
T time

slots, respectively. Similarly, if the total time slots allocated
to an uplink user is T̃ , then the BS will serve the user in FD
mode with Tf

Tf+Thu
T̃ time slots and in HD mode with Thu

Tf+Thu
T̃

time slots, respectively. Then, with R̄fd(Pd, Pu), R̄fu(Pd, Pu),
R̄hd(Pd) and R̄hu(Pu), the average rates of a downlink user
and an uplink user under XD mode within a transmission
period can be obtained as

R̄d(Pd,Pu,Thd,Tf)=
Thd

Tf +Thd
R̄hd(Pd)+

Tf

Tf +Thd
R̄fd(Pd,Pu),

(4a)

R̄u(Pd,Pu,Thu,Tf)=
Thu

Tf +Thu
R̄hu(Pu)+

Tf

Tf +Thu
R̄fu(Pd,Pu).

(4b)

In this paper we focus on the analysis in the interference-
limited scenario for mathematical tractability, which is relevant
for SCN due to the proximity between BSs and users. We
denote by Pd min the minimal transmit power of BSs and
Pu,min the minimal base power of uplink power control, which
ensure that the noise is negligible compared to the inter-
cell interference. We will restrict our study to the scenarios
with Pd ≥ Pd,min and Pu ≥ Pu,min for the subsequent
resource configurations.

By setting N0 = 0 in (3a) and (3b), we can find that the
bidirectional average rates under pure FD mode only depend
on the ratio of transmit powers of BSs and users. Defining
κ = Pd

Pu
, then the bidirectional average rates under pure FD

mode, pure HD mode, and XD mode in the interference-
limited scenario can be obtained as

R̂fd(κ) = 2πW0λ

∫ ∞
0

re−λπr
2

∫ ∞
0

F1f(r, e
t−1)·

F2f(r, e
t−1, κ)F3f(r, e

t−1, κ)dtdr, (5a)

R̂fu(κ) = 2πW0λ

∫ ∞
0

re−λπr
2

∫ ∞
0

F ′1f(r, e
t−1)·

F ′2f(r, e
t−1, κ)F ′3f(r, e

t−1, κ)dtdr, (5b)
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R̂hd = 2πW0λ

∫ ∞
0

re−λπr
2

∫ ∞
0

F1f(r, e
t−1)dtdr , R̂h0,

(5c)

R̂hu = 2πW0λ

∫ ∞
0

re−λπr
2

∫ ∞
0

F ′1f(r, e
t−1)dtdr , χR̂h0,

(5d)

R̂d(κ, Thd, Tf) =
Thd

Tf + Thd
R̂h0 +

Tf

Tf + Thd
R̂fd(κ), (5e)

R̂u(κ, Thu, Tf) =
Thu

Tf + Thu
χR̂h0 +

Tf

Tf + Thu
R̂fu(κ), (5f)

where we replace the term Pd

Pu
with κ in functions F2f(·),

F3f(·), F ′2f(·), and F ′3f(·), and introduce a scalar χ to denote
the uplink to downlink rate ratio in pure HD mode for
notational simplicity.

Based on the works in [22, 23, 31], we have obtained the
explicit expressions of bidirectional average rates in different
modes. In next section, we will use them to formulate the
resource configuration problem and solve it, which have not
been addressed in the literature including [22, 23, 31].

C. Asymmetric Bidirectional Traffic

The proliferation of mobile smart devices and applications
results in asymmetric average amount of traffic in uplink
and downlink as reported by International Telecommunication
Union (ITU) [4]. With the rapid growth of video streaming
services, it is predicted by ITU that the traffic asymmetry
value will be in the range of 1/7∼1/8 in favour of downlink
in 2024 [4].

The traffic demands of different users are random because
of diverse mobile devices and application usage behavior [4].
As measured and analyzed in [33], the traffic demands among
users exhibit the “Pareto law” with less than 10% of the users
creating 90% of the daily network traffic. This suggests that
the traffic demand per user can be well characterized by some
heavy-tailed distribution, e.g., the CDF of traffic demand per
user showed in [33] can well fit the log-normal distribution.

There have been some studies regarding the mean and
variance of the traffic demand per user. For example, in [34]
the traffic statistics of mobile data networks around the world
in second half of the year 2014 were reported. It was shown
that the users in Asia-Pacific consumed the highest mobile data
traffic than other regions, where the median and mean of the
monthly traffic demand per user are 261.7 and 143.1 Mbyte for
uplink and 298.1 and 1000 Mbyte for downlink, respectively.
Based on Chebyshev’s inequality, we can obtain a lower bound
of the standard deviation as the absolute difference between
mean and median, which is 118.6 and 701.9 Mbyte for uplink
and downlink, respectively. It can be computed that the ratio
of standard deviation and mean approximates 0.8 and 0.7 for
uplink and downlink, respectively. As predicted by ITU, in
2020 the mean traffic demand per peak hour will approximate
2 kbps for uplink and 14 kbps for downlink.

III. RESOURCE CONFIGURATION UNDER BIDIRECTIONAL
TRAFFIC ASYMMETRY

In order to compare the performance of FD network and HD
network, in this section we optimize the resource configuration

for different operation modes under asymmetric bidirectional
traffic demands. We start by introducing the employed perfor-
mance metric.

A. Performance Metric

In this paper, considering the random and asymmetric bidi-
rectional traffic demands of users, we employ the number of
users supported by a network during a long-term transmission
period T as the performance metric to evaluate the serving
capacity of the network. Since we are considering bidirectional
communications, we define the number of users supported by
a network, K, as the minimum of the weighted numbers of
users supported in uplink, Ku, and in downlink, Kd, i.e., K =
min(µKu,Kd), where µ > 0 is the weight. For traditional
networks only providing voice service, the serving capacity of
the networks can be measured by the number of established
bidirectional communication pairs, which is limited by the
minimum of Ku and Kd, i.e., µ can be set as 1. Unlike voice
service, the uplink and downlink requests for data services
do not necessarily present in pairs. For example, the services
subscribed by users are automatically delivered in downlink
without uplink requests, while some devices especially in the
internet of things can be configured to periodically report their
sensor measurements without downlink requests. According to
the definition of K, we can set µ > 1 if a network aims to
serve more downlink requests, and set µ < 1 otherwise.

Let Rui and Rdj denote the average traffic demands of
an arbitrary uplink user i and downlink user j during a
transmission period T . As discussed in Section II-C, both Rui

and Rdj are random following some heavy-tailed distribution.
Let mu and σ2

u denote the mean and variance of Rui, and md

and σ2
d denote the mean and variance of Rdi. Given Rui and

Rdj , the numbers of time slots required by uplink user i and
downlink user j to accomplish their traffic demands can be
computed as RuiT

R̂u(κ,Thu,Tf )
and RdjT

R̂d(κ,Thd,Tf )
under XD mode,

respectively, where the numerators and denominators are re-
spectively the required traffic volumes and the average data
rates during the transmission period T . Thus, we obtain that
Ku and Kd need to satisfy

∑Ku

i=1
RuiT

R̂u(κ,Thu,Tf )
≤ (Tf + Thu)T

and
∑Kd

j=1
RdjT

R̂d(κ,Thd,Tf )
≤ (Tf + Thd)T , i.e., the total required

uplink or downlink time slots are not larger than the configured
time slots. Considering the randomness of Rui and Rdj , these
two conditions cannot be always ensured. Instead, we employ
a probability model, where Ku and Kd are regarded feasible
if the following conditions are satisfied

P
{∑Ku

i=1
Rui

R̂u(κ,Thu,Tf )
≤ Tf + Thu

}
≥ 1− ε, (6a)

P
{∑Kd

j=1
Rdj

R̂d(κ,Thd,Tf )
≤ Tf + Thd

}
≥ 1− ε. (6b)

Herein, the value of ε is generally small, e.g., no larger than
5%. We can define in the same way the numbers of uplink
and downlink users that can be supported under pure FD and
HD modes as

P
{∑Ku

i=1
Rui

R̂fu(κ)
≤ 1
}
≥1− ε, P

{∑Kd

j=1
Rdj

R̂fd(κ)
≤ 1
}
≥1− ε,

(7a)
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P
{∑Ku

i=1
Rui

R̂hu
≤ Thu

}
≥1− ε, P

{∑Kd

j=1
Rdj

R̂hd
≤ Thd

}
≥1− ε.

(7b)

B. Resource Configuration under XD Mode

In this subsection we consider the flexible XD mode and
study the joint optimization of the bidirectional transmit power
ratio κ and the fractions Tf , Thd, and Thu, from which the
optimal resource configuration for pure HD mode can be
obtained directly. We will consider the pure FD mode in next
subsections.

The joint power and time resource configuration problem
under XD mode, aimed at maximizing the number of users
supported by the network subject to both bidirectional trans-
mit power constraint and total time slot constraint, can be
formulated as

max
Thu,Thd,Tf ,κ,Ku,Kd,K

K=min(µKu,Kd) (8a)

s.t. P
{∑Ku

i=1Rui ≤ (Tf + Thu)R̂u(κ, Thu, Tf)
}
≥ 1− ε, (8b)

P
{∑Kd

j=1Rdj ≤ (Tf + Thd)R̂d(κ, Thd, Tf)
}
≥ 1− ε, (8c)

Thu + Thd + Tf = 1, (8d)
κmin ≤ κ ≤ κmax, (8e)

where constraint (8b) and (8c) come from (6), κmin =
Pd,min

Pu,max

and κmax =
Pd,max

Pu,min
denote the lower and upper bounds of

power ratio κ, Pd,max is the maximal transmit powers of BSs,
and Pu,max is the upper bound of Pu as defined in Section II-B.

We can find that P{·} is a decreasing function for both
Ku and Kd. Therefore, for any given resource configuration,
the optimal Ku and Kd can be obtained when constraint (8b)
and (8c) hold with equality.1 As a result, problem (8) can be
equivalently transformed as

max
Thu,Thd,Tf ,κ,Ku,Kd,K

K=min(µKu,Kd) (9a)

s.t. P
{∑Ku

i=1Rui ≤ (Tf + Thu)R̂u(κ, Thu, Tf)
}

= 1− ε, (9b)

P
{∑Kd

j=1Rdj ≤ (Tf + Thd)R̂d(κ, Thd, Tf)
}

= 1− ε, (9c)

Thu + Thd + Tf = 1, (9d)
κmin ≤ κ ≤ κmax. (9e)

To solve problem (9), we first find explicit expressions for
constraint (9b) and (9c). Considering that the numbers of
uplink and downlink users supported in current and future
networks are generally large, we can employ the central limit
theorem to simplify the constraints. Take constraint (9b) as an
example, which can be transformed as

P
{∑Ku

i=1Rui ≤ (Tf + Thu)R̂u(κ, Thu, Tf)
}

≈Φ
( (Tf + Thu)R̂u(κ, Thu, Tf)−Kumu

σu

√
Ku

)
= 1− ε, (10)

where the approximation follows from central limit theorem,
and Φ(·) is the CDF of the standard Gaussian distribution
with zero mean and unit variance. Letting Φ−1(·) denote the

1Throughout the paper we consider that the numbers of users, Ku and Kd,
are continuous numbers, and the integer constraints on Ku and Kd can be
easily included by using floor operation to the obtained continuous values.

inverse function of Φ(·), we can rewrite constraint (9b) and
(9c) explicitly as

muKu+Φ−1(1−ε)σu

√
Ku =(Tf +Thu)R̂u(κ, Thu, Tf), (11a)

mdKd+Φ−1(1−ε)σd

√
Kd =(Tf +Thd)R̂d(κ, Thd, Tf). (11b)

Then, based on (5e) and (5f) and replacing Tf with 1 −
Thu − Thd according to (9d), we can rewrite problem (9) as

max
Thu,Thd,κ,Ku,Kd,K

K=min(µKu,Kd) (12a)

s.t. muKu + Φ−1(1−ε)σu

√
Ku =(

χR̂h0−R̂fu(κ)
)
Thu−R̂fu(κ)Thd + R̂fu(κ), (12b)

mdKd + Φ−1(1−ε)σd

√
Kd =(

R̂h0−R̂fd(κ)
)
Thd−R̂fd(κ)Thu + R̂fd(κ), (12c)

Thu ≥ 0, (12d)
Thd ≥ 0, (12e)
Thu + Thd ≤ 1, (12f)
κmin ≤ κ ≤ κmax. (12g)

We can find that the left-hand sides of constraint (12b)
and (12c) are respectively increasing functions of Ku and Kd

by noting that Φ−1(1− ε) > 0 holds for small ε. Further
considering that the existence of bidirectional interference and
self-interference under pure FD mode makes χR̂h0 > R̂fu(κ)
and R̂h0 > R̂fd(κ) hold, we know from constraint (12b) and
(12c) that for any given bidirectional transmit power ratio
κ, Ku increases with Thu and decreases with Thd, while
Kd decreases with Thu and increases with Thd. Therefore,
in order to maximize the minimum of µKu and Kd as in
(12a), the optimal Thu and Thd should be selected to make
µKu = Kd = K hold. Then, by replacing Ku and Kd in
constraint (12b) and (12c) with K

µ and K, we obtain

mu

µ
K +

Φ−1(1− ε)σu√
µ

√
K =

(χR̂h0 − R̂fu(κ))Thu − R̂fu(κ)Thd + R̂fu(κ), (13a)

mdK + Φ−1(1− ε)σd

√
K =

(R̂h0 − R̂fd(κ))Thd − R̂fd(κ)Thu + R̂fd(κ). (13b)

Based on (13a) and (13b), we can solve the fractions Thu

and Thd as

Thu =
a′(κ)K + b′(κ)

√
K − d′(κ)

c(κ)
, (14a)

Thd =
a(κ)K + b(κ)

√
K − d(κ)

c(κ)
, (14b)

where a′(κ) = 1
µmu(R̂h0 − R̂fd(κ)) + mdR̂fu(κ),

b′(κ) = 1√
µΦ−1(1− ε)σu(R̂h0 − R̂fd(κ)) + Φ−1(1− ε)σd

R̂fu(κ), c(κ) = χR̂2
h0 − R̂h0(R̂fu(κ) + χR̂fd(κ)), d′(κ) =

R̂h0R̂fu(κ), a(κ) = 1
µ · muR̂fd(κ) + md(χR̂h0 − R̂fu(κ)),

b(κ) = 1√
µΦ−1(1− ε)σuR̂fd(κ) + Φ−1(1− ε)σd(χR̂h0 −

R̂fu(κ)), and d(κ) = χR̂h0R̂fd(κ).
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With (14), we can replace Thu and Thd with K and reduce
the variables of problem (12) to only κ and K. The resultant
optimization problem can be expressed as

max
κ,K

K (15a)

s.t.
a′(κ)K + b′(κ)

√
K − d′(κ)

c(κ)
≥ 0, (15b)

a(κ)K + b(κ)
√
K − d(κ)

c(κ)
≥ 0, (15c)

(a(κ)+a′(κ))K+(b(κ)+b′(κ))
√
K−(d(κ)+d′(κ))

c(κ)
≤ 1,

(15d)
κmin ≤ κ ≤ κmax. (15e)

Although we have simplified the original problem (8) into
problem (15), it is still hard to directly solve it because
constraint (15b), (15c) and (15d) are non-convex. To tackle
this difficulty, in the following we strive to solve problem (15)
in two complementary cases, based on which the solution of
problem (15) can be found.
• Case 1: χR̂h0 > R̂fu(κ) + χR̂fd(κ)

Proposition 1: Under the constraint χR̂h0 > R̂fu(κ) +
χR̂fd(κ), κ has no impact on K in problem (15), and the
optimal solution of K, denoted by K∗1 , is

K∗1 =

(√
Φ−2(1− ε)σ2

ud + 4mudR̂h0 − Φ−1(1− ε)σud

)2

4m2
ud

,

(16)

where σud , σu

χ
√
µ + σd and mud , mu

χµ +md. With K∗1 , the
optimal fractions T ∗hu and T ∗hd can be obtained from (A.3b)
and (A.3c) in Appendix A.

Proof: See Appendix A.
Remark 1: It can be observed from (A.3b) and (A.3c) that

T ∗hu

T ∗hd

=
mu ·

(√K∗
1

µ + Φ−1(1− ε) σu

mu

)
χ
√
µmd ·

(√
K∗1 + Φ−1(1− ε) σd

md

) . (17)

If the number of supported users K∗1 is large so that the term
Φ−1(1− ε) σu

mu
in (17) is ignorable, we have T∗

hu

T∗
hd
≈ mu

χµmd
.

Under a special case with µ = 1, we can obtain T∗
hu

T∗
hd
≈

mu/R̂hu

md/R̂hd
, i.e., the fractions of time slots configured for uplink

and downlink are proportional to the means of bidirectional
traffic demands normalized by their corresponding average
rates, which coincides with the intuition.
• Case 2: χR̂h0 ≤ R̂fu(κ) + χR̂fd(κ)

In this case, we can find parameter c(κ) ≤ 0 as defined
below (14), and then constraint (15b), (15c), and (15d) can be
rewritten as

f(κ,K) ≤ R̂h0, (18a)

g(κ,K) ≤ R̂h0, (18b)

h(K) ≥ R̂h0. (18c)

Since f(κ,K), g(κ,K), and h(K) increase with K, con-
straint (18a) and (18b) give two upper bounds for K, and

constraint (18c) gives a lower bound for K. Considering that
R̂h0−R̂fd(κ)

R̂fu(κ)
≤ 1

χ and χR̂h0−R̂fu(κ)

χR̂fd(κ)
≤ 1 hold in this case, we

have f(κ,K) ≤ h(K) and g(κ,K) ≤ h(K) for any given
κ. This means that the maximal K can reach its upper bound
specified by either (18a) or (18b) or both, and (18c) must hold
and thus can be omitted. As a result, we can find the optimal
κ and K in this case by enumerating the three possibilities
regarding which bound is reached.

1) (18a) holds with equality: In this scenario problem (15)
can be transformed as

max
κ,K

K (19a)

s.t. f(κ,K) = R̂h0, (19b)
mu

µ
K +

Φ−1(1− ε)σu√
µ

√
K ≤ R̂fu(κ), (19c)

κmin ≤ κ ≤ κmax, (19d)

χR̂h0 ≤ R̂fu(κ) + χR̂fd(κ), (19e)

where(19c) is obtained from (18b) based on the equality in
(19b), and (19e) is the condition of Case 2.

Proposition 2: The optimal solution of problem (15), which
is the larger one of the two solutions of K obtained in Case 1
and Case 2, will not change whether or not (19e) is considered.

Proof: See Appendix B.
From the expression of f(κ,K) given in (A.2a) in Appendix

A and considering the equality in (19b), we can observe
that maximizing K is equivalent to minimizing the term
R̂h0−R̂fd(κ)

R̂fu(κ)
. Further considering Proposition 1, we can convert

problem (19) as

max
κ,K

R̂fu(κ)

R̂h0 − R̂fd(κ)
(20a)

s.t. f(κ,K) = R̂h0, (20b)
mu

µ
K +

Φ−1(1− ε)σu√
µ

√
K ≤ R̂fu(κ), (20c)

κmin ≤ κ ≤ κmax. (20d)

Problem (20) is not convex because both the objective
function and the constraints in (20b) and (20c) are non-convex,
making it not easy to find the optimal solution. To tackle this
difficulty, we next develop a bisection based method, which
obtains the optimal solution to problem (20) by solving a
series of feasibility problems. The detailed algorithm is given
in Appendix C for the sake of better readability of the paper.

2) (18b) holds with equality: In this scenario, problem (15)
can be transformed as

max
κ,K

K (21a)

s.t. mdK + Φ−1(1− ε)σd

√
K ≤ R̂fd(κ), (21b)

g(κ,K) = R̂h0, (21c)
κmin ≤ κ ≤ κmax, (21d)

χR̂h0 ≤ R̂fu(κ) + χR̂fd(κ), (21e)

where (21b) is obtained from (18a) based on the equality in
(21c).
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With the equality in (21c), we can find from the expression
of g(κ,K) given in (A.2b) that maximizing K in problem (21)
is equivalent to minimizing the term χR̂h0−R̂fu(κ)

χR̂fd(κ)
. Moreover,

similar to Proposition 2, it is not difficult to show that ignoring
constraint (21e) will not change the maximal value of K
obtained in Case 1 and Case 2. Thus, we can recast problem
(21) as

min
κ,K

χR̂h0 − R̂fu(κ)

χR̂fd(κ)
(22a)

s.t. mdK + Φ−1(1− ε)σd

√
K ≤ R̂fd(κ), (22b)

g(κ,K) = R̂h0, (22c)
κmin ≤ κ ≤ κmax. (22d)

Note that the minimization of χR̂h0−R̂fu(κ)

χR̂fd(κ)
is equivalent

to maxκ,K

1
χR̂h0−R̂fu(κ)

1
χR̂fd(κ)

, where both 1
χR̂h0−R̂fu(κ)

and 1
χR̂fd(κ)

are convex because χR̂h0 − R̂fu(κ) and χR̂fd(κ) are concave
and positive for all κ constrained by (22d). Thus, problem
(22) falls into the class of non-concave fractional program
as problem (20). Further considering that the constraints of
problem (20) and problem (22) are similar, the previously
proposed algorithm in Appendix C can be directly used to
solve problem (22). Let κ∗2b and K∗2b denote the optimal
solutions to problem (22).

3) Both (18a) and (18b) hold with equality: Since (18a)
and (18b) are transformed from (15b) and (15c), while (15b)
and (15c) come from (12d) and (12e), when (18a) and (18b)
hold with equality, we have Thu = 0, Thd = 0, and Tf = 1,
i.e., the system operates in pure FD mode. Then, constraint
(15b) and (15c) are simplified as

mu

µ
K +

Φ−1(1− ε)σu√
µ

√
K = R̂fu(κ), (23a)

mdK + Φ−1(1− ε)σd

√
K = R̂fd(κ). (23b)

Since R̂fu(κ) is a decreasing function of κ, R̂fd(κ) is an
increasing function of κ, and the left-hand sides of (23a) and
(23b) are both increasing functions of K, we know that there
only exists a single solution of κ and K making (23a) and
(23b) hold. Let κ∗2c and K∗2c denote the optimal solutions,
which can be obtained by solving the equations in (23) with
bisection method.

Now based on the obtained optimal solutions for Case 1
and the three scenarios in Case 2, we can obtain the maximal
number of users supported under XD mode as

K∗ = max(K∗1 ,K
∗
2a,K

∗
2b,K

∗
2c). (24)

The optimal κ∗ is the solution of κ in the scenario where K∗

is achieved. If K∗ = K∗1 , then κ∗ =
Pd,max

Pu,max
because in this

scenario the system operates in HD mode and both BSs and
users should transmit with maximal powers. With κ∗ and K∗,
the optimal fractions T ∗hu and T ∗hd can be obtained from (14),
and then the optimal pure FD fraction T ∗f = 1− T ∗hu − T ∗hd.

Remark 2: Through the analysis in this subsection, we can
find that T ∗f > 0, T ∗hu > 0, and T ∗hd > 0 will not happen
simultaneously. Specifically, if K∗ = K∗1 , then T ∗f = 0; if

K∗ = K∗2a, then T ∗hu = 0; if K∗ = K∗2b, then T ∗hd = 0; and
if K∗ = K∗2c, then T ∗hu = T ∗hd = 0. This can be explained
by discussing the relationship between the data rates in pure
FD and pure HD modes. When pure FD mode has a lower
data rate than pure HD mode, i.e., χR̂h0 > R̂fu(κ) +χR̂fd(κ)
as considered in Case 1, the system will not operate in pure
FD mode, leading to T ∗f = 0. When pure FD mode has a
higher data rate as considered in Case 2, the network prefers
pure FD mode. However, only operating in pure FD mode
is not adequate if the bidirectional traffic demands are highly
asymmetric, for example, if the downlink traffic demand is
very high so that Kd < µKu during the pure FD mode. Then,
the system will use the remaining time slots to operate in pure
HD downlink mode to increase Kd, leading to T ∗hu = 0.

Remark 3: The implementation of XD mode is summarized
as follows. First, each cluster acquires the statistics of its
bidirectional traffic demands in the upcoming transmission
period, including the means and variances of uplink and
downlink traffic demands. Then, given the traffic statistics, the
proposed resource configuration algorithm in this subsection
can be executed to obtained the fractions of time slots allocated
to FD mode, HD uplink mode and HD downlink mode, as
well as the transmit powers of BSs and users. The obtained
resource configuration is used by all cells within the cluster,
and different clusters can configure the resources in parallel
and may obtain different configuration results according to
their bidirectional traffic demands.

C. Resource Configuration under Pure FD Mode

In XD mode, we have shown below (12) that µKu = Kd

must hold by optimizing the fractions Thu, Thd and Tf . Under
pure FD mode the fractions are fixed as Thu = 0, Thd = 0
and Tf = 1 and the only configurable parameter is the power
ratio κ, which simplifies the optimization problem (12) as

max
κ,Ku,Kd,K

K = min(µKu,Kd) (25a)

s.t. muKu + Φ−1(1− ε)σu

√
Ku = R̂fu(κ), (25b)

mdKd + Φ−1(1− ε)σd

√
Kd = R̂fd(κ), (25c)

κmin ≤ κ ≤ κmax. (25d)

We can find from (25b) that Ku decreases with κ and from
(25c) that Kd increases with κ. If κ ∈ [0,∞], then there must
exist a κ to make µKu = Kd hold. Yet, this may be no
longer true when constraint (25d) is considered, and thus the
previously proposed algorithm cannot be directly applied.

To solve problem (25), we first relax it by omitting con-
straint (25d). Let κ̃, K̃u, K̃d and K̃ denote the solutions to
the relaxed problem, which can be easily solved by bisection
method. We know that µK̃u = K̃d = K̃ must hold with the
relaxed κ̃.

Now we discuss the impact of constraint (25d). Recall-
ing that Kd increases with κ and Ku decreases with κ, if
κ̃ > κmax, we know µKu > Kd for all κ ∈ [κmin, κmax],
so that the optimal K∗ = Kd according to (25a), which is
obtained when κ = κmax. On the other hand, if κ̃ < κmin,
we have µKu < Kd for all κ ∈ [κmin, κmax], so that
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K∗ = µKu, which is obtained when κ = κmin. Otherwise, if
κ̃∗ ∈ [κmin, κmax], we have K∗ = K̃ with the optimal κ = κ̃.

IV. SIMULATION AND NUMERICAL RESULTS

In this section, we evaluate the performance of FD and HD
networks based on the optimized resource configurations, and
investigate the performance gain of FD network over tradi-
tional HD network. Unless otherwise specified, the following
setups are considered throughout the simulations. The system
bandwidth is 10 MHz, the noise power spectrum density is
−174 dBm/Hz, and the noise figure is 9 dB, from which we
can obtain the total noise power is−95 dBm [35]. The density
of BSs is set as λ=6.25×10−4/m2, which corresponds to an
average inter-site distance of 40 m. The pathloss for the chan-
nels between BSs, between users, and between BSs and users
are based on the Hata model [36], where the heights of BSs
and users are set as 10 m and 1.5 m, respectively. The maximal
transmit powers of BSs and users are Pd,max = 30 dBm and
Pu,max 0 = 23 dBm, respectively [35], considering that FD
is more feasible for SCN [25, 26]. The uplink power control
factor is selected as η = 0 and η = 1. In order to ensure
that the network operates in interference-limited scenario, the
minimal transmit power of BSs, Pd,min, is selected to satisfy
the condition R̂h0−R̄hd(Pd,min)

R̄hd(Pd,min)
=10−4, i.e., to ensure the impact

of ignoring noises negligible, where R̂h0 and R̄hd are the
average downlink rates in the cases without and with noise
as defined in Section II-B, respectively. The minimal base
power of uplink power control, Pu,min, can be obtained in
the same way. Taking η = 0 as an example, we can obtain
that Pd,min = −5.7 dBm and Pu,min = −5.8 dBm, resulting
in the range of κ with κmin = 0.0014 and κmax = 3816.8. We
consider that the uplink and downlink traffic demands of users
follow log-normal distribution with means mu and md for
uplink and downlink, respectively, as discussed in Section II-C,
where mu is set as 2 kbps according the prediction of ITU
for uplink traffic demand in a peak hour in 2020 [4], and
different values of md will be considered.2 Recalling that the
ratios of standard derivation to mean for bidirectional traffic
demands are in the range of 0.7∼0.8 as shown in Section II-C,
we choose σu = 0.75mu and σd = 0.75md. Suppose that
the network prefers to serve more downlink users, thus the
weight µ is set to be larger than 1, say 5. The probability
thresholds used for uplink power control and defining the
number of supported users are set as θ = 95% and ε = 5%,
respectively. The SIS in FD mode is set as 110 dB, i.e.,
β = 10−11. In simulations the following four transmission
modes are compared.
• XD mode: the network operates in FD-HD hybrid mode

with optimized κ, Thu, Thd, and Tf .

2Note that we have not assumed any traffic distribution in the previous
analysis and optimization, and thus choosing other traffic distributions instead
of the log-normal distribution will not change the obtained conclusions.
Herein, mu = 2 kbps reflects the mean traffic demands in a period T , but
not the uplink transmission rate experienced by a user. For instance, in the
typical scenario with md : mu = 7 : 1 [4], we can compute Thu = 0.03
during which Ku = 269 users are served in pure HD dynamic TDD mode,
i.e., each user only occupies ThuT/Ku = 1.12× 10−4T time slots, leading
to the user-experienced transmission rate as muT/(1.13× 10−4T ) = 17.86
Mbps.

Fig. 2. CCDF of bidirectional SINRs in FD and HD modes, SIS = 110 dB,
and η = 0.

• Pure FD mode: the network operates with optimized κ,
given Thu = 0, Thd = 0 and Tf = 1.

• Pure HD dynamic TDD mode: the network operates
with optimized Thu and Thd given Tf = 0, i.e., Case 1,
where Pd = Pd,max and Pu = Pu,max .

• Pure HD static TDD mode: Thu and Thd are fixed as
1
2 , Tf = 0, Pd = Pd,max, and Pu = Pu,max .

A. Approximation Validation

We first evaluate the accuracy of stochastic geometry model
for analyzing the performance of small-size clusters. We
simulate 25 square clusters each with the side length of 200 m,
where one reference cluster is surrounded by two rings of
24 interfering clusters. Recalling that the average inter-site
distance is 40 m, we know that each cluster includes 25 BSs
in average. In each cluster the BSs are dropped via a PPP, and
a large number of users are dropped uniformly such that each
BS can always select two users in its cell to serve [22]. We let
every surrounding cluster randomly select its operation mode
from FD, HD uplink or HD downlink with equal probability.
The results are shown in Fig. 2, where legend “Analytical with
noise” and “Analytical w/o noise” denote the analytical results
with and without noises, respectively, based on stochastic
geometry model which assume all clusters operate in the
same mode as the reference cluster. To evaluate the edge
effect of small-size clusters, we equally divide the reference
cluster into center, middle, and edge regions and simulate their
performance separately, whose results are plotted with legend
“Sim-center”, “Sim-mid”, and “Sim-edge”, respectively. It is
shown that the simulation results in the three regions can
well match the analytical results for both HD and FD in
either uplink or downlink, indicating the appropriateness of
using stochastic geometry model to analyze the performance
of small-size clusters. Moreover, we can observe that ignoring
noises leads to negligible impact on the analytical results.

Another approximation we used is the one based on central
limit theorem to obtain the closed-form expression of the
probability in (10). Figure 3 evaluates the accuracy of the
approximation, where Fig. 3(a) shows the probability density
function (PDF) of the term

∑Ku
i=1 Rui√
Ku

. Two values of Ku

corresponding to md

mu
= 1 and 7 are considered, which can

be found from Fig. 3(b). We can observe that the PDFs of
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Fig. 3. Accuracy of the approximation based on central limit theorem, and
the number of supported uplink users versus md

mu
.

∑Ku
i=1 Rui√
Ku

can be well fitted by Normal distributions, making
the application of central limit theorem in (10) appropriate.

B. Resource Configuration Results

In this subsection we illustrate the optimized resource
configurations under different md

mu
. Fig 4(a) shows the optimal

downlink-to-uplink power ratio κ for XD mode and pure FD
mode considering that κ only affects the performance of these
two modes, and Fig 4(b) shows the optimized fractions Thu,
Thd and Tf for XD mode and pure HD dynamic TDD mode
since in other modes the fractions are fixed.

We can obverse from Fig 4(a) that in pure FD mode κ
increases with md

mu
as expected until achieving its maximal

value, since a larger md requires a higher downlink transmit
power. When md

mu
≤ 2, XD mode has the same κ as pure FD

mode, implying that XD mode reduces to pure FD mode in this
scenario, i.e., the system operates in the scenario 3) of Case
2. This is verified by Fig 4(b), where we can find Thu = 0,
Thd = 0 and Tf = 1 when md

mu
≤ 2. When md

mu
> 2, in order

to support the increased downlink traffic demand, we can find
that the optimal strategy of XD mode is not to continuously
increase downlink transmit power as shown in Fig 4(a), but
to shorten the duration of FD transmission Tf and uses the
saved time slots for pure HD downlink transmission, i.e.,
increase Thd as shown in Fig 4(b). In this way, the numbers
of supported uplink and downlink users are balanced so that
K = min(µKu,Kd) is maximized. We can also observe from
Fig 4(b) that Thu = 0 for all md

mu
, which agrees with Remark

1 in the sense that at least one of Thu, Thd and Tf should
be zero. For pure HD dynamic TDD mode, we can find that
Thd increases and Thu decreases with md

mu
, respectively, as

expected.

C. Gain of FD Network over HD Network

Fig. 5 depicts the performance gain of pure FD mode and
XD mode over pure HD static TDD and dynamic TDD modes
under different SIS with md

mu
= 1. Herein, the performance

gain, for instance achieved by XD mode over static TDD

Fig. 4. Bidirectional resource configuration in pure HD dynamic TDD, pure
FD, and XD modes v.s. md

mu
, η = 0, and SIS = 110 dB.

Fig. 5. Gain of pure FD and XD modes over pure HD static TDD and
dynamic TDD modes v.s. SIS, md

mu
= 1, η = 0.

mode, is defined as KXD−KSta

KSta
, where KXD and KSta denote

the numbers of users supported by the two modes. We can
observe that pure FD mode does not always outperform pure
HD modes due to the existence of self-interference, e.g.,
when SIS < 15 dB for static TDD mode and SIS < 35 dB
for dynamic TDD mode, respectively. By contrast, thanks to
the flexible transmission strategy, XD mode can adaptively
degenerate to pure HD dynamic TDD mode for small SIS,
and degenerate to pure FD mode for large SIS, ensuring that
XD mode is not inferior to both pure HD modes, as shown in
Fig. 5.

Fig. 6 depicts the performance gain of pure FD mode
and XD mode over pure HD static TDD and dynamic TDD
modes under different bidirectional traffic demands with SIS =
110 dB. Fig. 6(a) shows the results with η = 0, i.e., when
uplink power control is not considered. First, compared to
static TDD mode, where identical time slots are allocated to
uplink and downlink, we can observe the increasing gain of
pure FD and XD modes with md

mu
. This can be explained as



0090-6778 (c) 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TCOMM.2017.2743689, IEEE
Transactions on Communications

11

Fig. 6. Gain of pure FD and XD modes over pure HD static TDD and
dynamic TDD modes v.s. md

mu
, SIS = 110 dB: (a) η = 0, (b) η = 1.

follows. According to the analysis in Remark 1, configuring
identical time slots to uplink and downlink is optimal when
mu

χµmd
≈ 1 holds, which is equivalent to md

mu
≈ 0.2 because

µ = 5 and we can obtain χ ≈ 1 when η = 0 from (5).
This leads to the minimal gain at this point (i.e., the first
x-axis point). With the increase of md

mu
, the identical time

slot configuration becomes farther away from the optimality,
and thus results in larger performance gain. Pure FD mode
performs close to XD mode under the considered large SIS.
The maximal gain can be even higher than 100%, e.g., when
md

mu
> 4. This is because in the simulations static TDD mode

is configured with identical time slots for uplink and downlink,
which largely wastes the time slotes allocated to uplink in the
scenario where downlink traffic dominates.

Second, compared to dynamic TDD mode, the maximal gain
of 30% is attained when md

mu
= 1

χµ = 0.2, and the gain is
brought by FD transmission because Tf = 1 at this point
as shown in Fig. 4(b). FD transmission, allocating all time
slots to both uplink and downlink, becomes inefficient with
the increase of md

mu
as expected, leading to the decrease of

gain for both pure FD mode and XD mode. For typical values
of md

mu
ranging from four to seven [4], both XD mode and

pure FD mode can only provide a gain less than 3.3% over
dynamic TDD mode.

Similar conclusions can be drawn for the case with uplink
power control, as shown in Fig. 6(b). With η = 1, we can
compute from (5) that χ ≈ 0.5. Then, again according to
Remark 1, we know that static TDD with identical uplink and
downlink time slots is optimal when md

mu
≈ 0.4. This explains

the minimal gain of XD mode and pure FD mode over static
TDD mode at this point. For typical values of md

mu
ranging from

four to seven, the gains of both XD mode and pure FD mode
over dynamic TDD mode are less than 6.5%. Indeed, such
a small performance gain can hardly motivate the application
of FD technology for cellular networks, and dynamic TDD
mode suffices to support the asymmetric bidirectional traffic
demands.

V. CONCLUSIONS

In this paper we investigated the performance gain of
FD network over HD network. To this end, we analyzed
the number of users supported by FD and HD networks,
which is defined as the minimum of the weighted numbers
of supported uplink users and downlink users given random
traffic demands of users. We studied pure FD mode and a
HD-FD flexible mode, namely XD mode, for FD network,
and studied static TDD mode and dynamic TDD mode for
HD network. We maximized the number of supported users
by optimizing bidirectional transmit powers for pure FD mode,
time slot configuration for pure dynamic TDD mode, and both
for XD mode. Numerical results show that the performance
of pure FD mode is worse than pure HD mode when self-
interference is strong. If self-interference is well suppressed,
both pure FD mode and XD mode exhibit evident performance
gain over pure HD static TDD mode that is configured with
identical time slots for uplink and downlink. However, the
gain of pure FD mode and XD mode over pure HD dynamic
TDD mode is marginal in typical downlink traffic dominant
scenario, which cannot justify the application of FD technique
to cellular networks by simply replacing current HD BSs with
FD BSs. Judicious BS-BS and user-user interference control
mechanisms are indispensable for FD network.

APPENDIX A
PROOF OF PROPOSITION 1

With χR̂h0 > R̂fu(κ) + χR̂fd(κ) and after some regular
manipulations, we can rewrite constraint (15b), (15c), and
(15d) as

f(κ,K) ≥ R̂h0, (A.1a)

g(κ,K) ≥ R̂h0, (A.1b)

h(K) ≤ R̂h0, (A.1c)

where the functions f(κ,K), g(κ,K), and h(K) are defined
as follows

f(κ,K) =
mu

R̂h0−R̂fd(κ)

R̂fu(κ)
+ µmd

µ
K+ (A.2a)

Φ−1(1−ε)σu
R̂h0−R̂fd(κ)

R̂fu(κ)
+
√
µΦ−1(1− ε)σd

√
µ

√
K,

g(κ,K) =

mu

χ + µmd
χR̂h0−R̂fu(κ)

χR̂fd(κ)

µ
K+ (A.2b)

Φ−1(1−ε)σu

χ +
√
µΦ−1(1− ε)σd

χR̂h0−R̂fu(κ)

χR̂fd(κ)√
µ

√
K,

h(K) =

mu

χ +µmd

µ
K+

Φ−1(1−ε)σu

χ +
√
µΦ−1(1−ε)σd
√
µ

√
K.

(A.2c)

Considering that Φ−1(1− ε) > 0, χR̂h0 > R̂fu(κ), and
R̂h0 > R̂fd(κ) as discussed before, we know that f(κ,K),
g(κ,K), and h(K) are all increasing functions of K for
K ≥ 0. Thus, constraint (A.1a) and (A.1b) provide lower
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bounds for K, and constraint (A.1c) provides an upper bound
for K. Since χR̂h0 > R̂fu(κ) + χR̂fd(κ) in this case, we
have R̂h0−R̂fd(κ)

R̂fu(κ)
> 1

χ and χR̂h0−R̂fu(κ)

χR̂fd(κ)
> 1, and hence

f(κ,K) > h(K) and g(κ,K) > h(K) as observed from
(A.2). This means that the upper bound of K given by
constraint (A.1c) is achievable. In order to maximize K
subject to the constraints in (A.1a), (A.1b), and (A.1c), it is
clear that constraint (A.1c) needs to hold with equality. Since
(A.1c) is an equivalent transformation of (12f), we know that
Thu + Thd = 1 should hold, i.e., the network should operate
in pure HD mode in this case.

With Thu + Thd = 1, problem (12) can be simplified as

max
Thu,Thd,K

K (A.3a)

s.t.
mu

µ
K +

Φ−1(1− ε)σu√
µ

√
K = ThuχR̂h0, (A.3b)

mdK + Φ−1(1− ε)σd

√
K = ThdR̂h0, (A.3c)

Thu ≥ 0, (A.3d)
Thd ≥ 0, (A.3e)
Thu + Thd = 1, (A.3f)

which is independent from κ. Then, it is not difficult to find
the optimal solution of K as (16).

APPENDIX B
PROOF OF PROPOSITION 2

Let κ̂1 and K̂1 denote the optimal solutions to problem (19),
and κ1 and K1 denote the optimal solutions to the relaxed
problem (19) without constraint (19e). We know that κ̂1 must
satisfy χR̂h0 ≤ R̂fu(κ̂1) + χR̂fd(κ̂1) as constrained by (19e).
We next discuss the value of κ1.
• If κ1 = κ̂1 holds, then it implies that constraint (19e)

does not affect the solution of problem (19) and hence
can be ignored.

• If κ1 6= κ̂1, it means that κ1 does not satisfy the ignored
constraint (19e), i.e., χR̂h0 > R̂fu(κ1) + χR̂fd(κ1) holds.
Therefore, κ1 is in fact a feasible solution in Case 1 where
χR̂h0 > R̂fu(κ) + χR̂fd(κ). Given κ1, let K̃1 denote the
optimal solution of K in Case 1. Then, we can obtain
that f(κ1,K1) = R̂h0 ≤ f(κ1, K̃1), where the equality
is from (19b) in Case 2 and the inequality is from (A.1a)
in Case 1. Since f(κ,K) is an increasing function of
K as shown in (A.2a), we obtain K1 ≤ K̃1. Note that
K̂1 ≤ K1 holds because K1 is the solution of the relaxed
problem (19), while K̃1 is just a feasible solution in Case
1 given κ1. Thus, we know that the optimal K in Case
1 is larger than K̂1. As a result, despite that ignoring
constraint (19e) changes the solution to problem (19) in
Case 2, it will not change the solution of the original
problem (15), which is the larger one of the optimal
solutions of K in Case 1 and Case 2.

Combining the above two scenarios, Proposition 2 is proved.

APPENDIX C
ALGORITHM TO SOLVE PROBLEM (20)

We propose a bisection based method to obtain the optimal
solution to problem (20) by solving a series of feasibility

problems. Specifically, for a given value of α, defined as
α , R̂fu(κ)

R̂h0−R̂fd(κ)
, we investigate the following feasibility

problem with the objective of finding a feasible solution to
satisfy all the constraint

find κ (C.1a)

s.t.
mu

α +µmd

µ
K+

Φ−1(1−ε)σu

α +
√
µΦ−1(1−ε)σd√
µ

√
K=R̂h0,

(C.1b)
mu

µ
K +

Φ−1(1− ε)σu√
µ

√
K ≤ R̂fu(κ), (C.1c)

κmin ≤ κ ≤ κmax, (C.1d)

R̂fu(κ)

R̂h0 − R̂fd(κ)
= α, (C.1e)

where (C.1b) is from (20b) by replacing the term R̂fu(κ)

R̂h0−R̂fd(κ)

in the expression of f(κ,K) given in (A.2a) with α, and (C.1e)
is the definition of α .

From (C.1b) we can solve K for any given α, whose
solution is denoted by Kα. Then, (C.1c) becomes mu

µ Kα +
Φ−1(1−ε)σu√

µ

√
Kα ≤ R̂fu(κ). Let κ0(Kα) denote the value of

κ making this inequality hold with equality, which can be
easily computed because R̂fu(κ) is a decreasing function of
κ as shown in (5b). Then, we know that constraint (C.1c) is
equivalent to κ ≤ κ0(Kα), and problem (C.1) can be recast
as

find κ (C.2a)
s.t. κmin ≤ κ ≤ min(κ0(Kα), κmax), (C.2b)

R̂fu(κ)

R̂h0 − R̂fd(κ)
= α. (C.2c)

Problem (C.2) is still difficult to solve because constraint
(C.2c) is non-convex. To circumvent it, we strive to find
the minimal and maximal values of R̂fu(κ)

R̂h0−R̂fd(κ)
subject to

constraint (C.2b). If α is between the minimal and maximal
values, then there must exist a κ satisfying the constraints of
problem (C.2), i.e., the given α is feasible. Otherwise, the
given α is infeasible.

The maximization or minimization of R̂fu(κ)

R̂h0−R̂fd(κ)
can be

obtained as

max
κ

R̂fu(κ)

R̂h0 − R̂fd(κ)
or

R̂h0 − R̂fd(κ)

R̂fu(κ)
(C.3a)

s.t. κmin ≤ κ ≤ min(κ0(Kα), κmax). (C.3b)

We show in Appendix D that R̂fu(κ) is a convex function
and R̂fd(κ) is a concave function. Therefore, solving problem
(C.3) is equivalent to maximizing the ratio of two convex
functions over a convex set, which is also known as non-
concave fractional program [37]. This problem is neither
convex nor quasi-convex, and thus its global optimal solution
cannot be found with standard algorithms. In [37], a branch
and bound based algorithm was proposed to find the global
optimal solution to the non-concave fractional programming
problem. We employ this method to solve problem (C.3),
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whose basic principle is summarized in Appendix E for the
readers’ convenience.

APPENDIX D
CONCAVITY OF R̂fd(κ)

We prove the concavity of R̂fd(κ) in this appendix, and the
extension to prove the convexity of R̂fu(κ) is straightforward.

Instead of directly examining the expression given in (5a),
we consider an alternative expression of R̂fd(κ) as

R̂fd(κ) =

∫
s>0

∫
iBS>0

∫
iUE>0

R̃fd(κ, s, iBS, iUE)·

qS(s)qIBS
(iBS)qIUE

(iUE)dsdiBSdiUE, (D.1)

where R̃fd(κ, s, iBS, iUE) , W0 log
(

1 + Pds
PdiBS+PuiUE

)
=

W0 log
(

1 + κs
κiBS+iUE

)
is the instantaneous rate of a downlink

user with s, iBS and iUE denoting the instantaneous power of
desired signal, interference from other BSs and interference
from uplink users, and qS(s), qIBS

(iBS) and qIUE
(iUE) denote

the PDFs of s, iBS and iUE, respectively. Herein, the noise
is omitted in the considered interference-limited scenario as
discussed below (4).

Since the nonnegative weighted sum of concave functions is
concave, in order to show the concavity of R̂fd(κ), it suffices
to prove that R̃fd(κ, s, iBS, iUE) is concave for κ. It is easy
to find that the second-order derivations of R̃fd(κ, s, iBS, iUE)
with respect to κ is negative, which completes the proof.

APPENDIX E
ALGORITHM REVIEW FOR NON-CONCAVE FRACTIONAL

PROGRAM

The branch and bound algorithm proposed in [37] is briefly
reviewed in this appendix for the non-concave fractional
programming problem considered in this paper

max
κ

l(κ)

p(κ)
s.t. κ ∈ X0, (E.1)

where both l(κ) and p(κ) are convex functions on R, l(κ) ≥ 0
and p(κ) ≥ 0 for all κ ∈ X0, and X0 is a 1-dimensional
simplex or a line segment.

The branch and bound algorithm consists of three main
processes including branching, lower and upper bounding, and
fathoming, where branching, lower bounding and fathoming
processes are standard. We next focus on the upper bounding
process, where an upper bound of the objective function over
a simplex Xk ⊂ X0 is required in the k-th iteration.

To obtain an upper bound of l(κ)
p(κ) , [37] suggests to find a

concave upper bound for l(κ), l̂(κ), and a convex lower bound
for p(κ), p̂(κ), over Xk. Denoting Xk = [κ1, κ2], l̂(κ) can be
selected as

l̂(κ) =
l(κ1)− l(κ2)

κ1 − κ2
κ+

κ1l(κ2)− κ2l(κ1)

κ1 − κ2
, (E.2)

which is in fact the segment between point (κ1, l(κ1)) and
point (κ2, l(κ2)). Since l(κ) is convex, we know l̂(κ) ≥ l(κ)
for κ ∈ X .

The convex lower bound for p(κ) given in [37] is

p̂(κ) = max{vmin, w(κ)}, (E.3)

where vmin is the minimum of p(κ) over X0, which is easy
to obtain because p(κ) is convex, and w(κ) is defined as

w(κ) = p(κb) +∇p(κ)
∣∣
κ=κb

(κ− κb), (E.4)

where ∇p(κ) denotes the gradient of p(κ), and κb is the
barycenter of X , which is 1

2 (κ1 + κ2) in our problem.
We can find that w(κ) is the tangent line of p(κ) at κb. Since

p(κ) is a convex function, we know w(κ) ≤ p(κ). Then, we
can observe from (E.3) that p̂(κ) is a positive convex function
on R. With l̂(κ) and p̂(κ), the upper bound of l(κ)

p(κ) can be
obtained by solving the problem

max
κ

l̂(κ)

p̂(κ)
s.t. κ ∈ Xk, (E.5)

which is a quasi-convex problem and can be solved efficiently.
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