
IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 65, NO. 1, JANUARY 2017 107

Energy Efficiency Scaling Law of Massive
MIMO Systems

Wenjia Liu, Shengqian Han, and Chenyang Yang

Abstract— Massive multi-input multi-output (MIMO) can
support high spectral efficiency with simple linear transceivers,
and is expected to provide high energy efficiency (EE). In this
paper, we analyze the scaling laws of EE with respect to the
number of antennas M at each base station of downlink multi-cell
massive MIMO systems under spatially correlated channel, where
both transmit and circuit power consumptions, channel estima-
tion errors, and pilot contamination (PC) are taken into account.
We obtain the maximal EE for the systems with maximum-ratio
transmission and zero-forcing beamforming for given numbers
of antennas and users by optimizing the transmit power subject
to the minimal data rate requirement and maximal transmit
power constraint. The closed-form expressions of approximated
EE-maximal transmit power and maximal EE, and their scaling
laws with M are derived. Our analysis shows that the maximal
EE scales with M in O(log2 M/M) for the system without PC,
and in O(1/M) for the system with PC. The EE-maximal transmit
power scales up with M in O(

√
M/ln M) until reaching the

maximal transmit power for the system without PC, and in O(1)
for the system with PC. The analytical results are validated by
simulations under a more realistic 3D channel model.

Index Terms— Energy efficiency, scaling law, massive
multi-input multi-output (MIMO), pilot contamination.

I. INTRODUCTION

MASSIVE multi-input multi-output (MIMO) is a
promising technique for fifth-generation (5G) cellular

networks. Simply by aggressively increasing the number of
antennas at base station (BS), M , massive MIMO can achieve
very high spectral efficiency (SE) with linear transceiver [1].
To demonstrate the potential of using more antennas, the
scaling law of SE with M was provided in [2], which is
O
(
log2 M

)
under favorable propagation conditions, i.e., the

channel vectors are asymptotically orthogonal. However, once
the pilot contamination (PC) is considered, the signal-to-
interference ratio and hence the SE approach to a constant
independent from M [1], [2].

Energy efficiency (EE) is one major design goal for 5G net-
works [3], [4]. To support the same data rate, MIMO systems
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can achieve higher EE than single antenna systems when only
taking into account transmit power [5]. Despite that when the
circuit power consumed by the radio frequency (RF) links and
complicated signal processing are considered, increasing the
number of antennas M will lead to the decrease of the EE
of traditional MIMO systems [6], massive MIMO systems are
expected to be energy efficient. This comes from the obser-
vation that the transmit power can be dramatically reduced
thanks to the large array gain and multi-user multiplexing
gain [7], and inexpensive components can be used to build
the system with low transmit power per antenna when M is
very large [8].

To confirm such an intuition, significant research efforts
have been made for analyzing the EE of massive MIMO
systems in the past several years. The results in [9] show
that a massive MIMO system is more energy efficient than
traditional MIMO systems only when the average channel gain
is small or the circuit power consumption is low. The results
in [10]–[13] further show that the EE of massive MIMO
system first increases and then decreases with M when the
circuit power consumption is considered. Inspired by such
result, the number of antennas at each BS was optimized to
maximize the EE of massive MIMO systems under various
scenarios.

While finding the EE-maximal system parameters is impor-
tant for designing energy efficient massive MIMO systems,
further insights can be obtained from analyzing the asymptotic
behavior of the system as M grows. This is because the
expression of maximal EE is complicated in general [11],
which is unable to reveal its inherent connection with core
system parameters analytically. Scaling laws have been widely
employed in the literature to show the potential gain of massive
MIMO system, e.g, [2], [7], [14]–[16]. Early studies along the
line of analyzing energy efficient massive MIMO investigated
the uplink transmit power scaling laws with fixed data rate
requirement, i.e., how fast the transmit power per user can
reduce with the increase of M in order to support a given
data rate [7], [14]. Specifically, it was shown in [7] that under
independent and identically distributed (i.i.d.) Rayleigh fading
channel model, the transmit power per user reduces with the
law of O

( 1
M

)
and O

(
1√
M

)
if BSs have perfect and imperfect

channel state information (CSI), respectively. In [14], the
Ricean channel model with non-zero Ricean K -factor was
considered, where the transmit power per user was shown to be
scaled down with O

( 1
M

)
even for the case with imperfect CSI

at the BS. Different from [7] and [14] that analyze the minimal
transmit power required to support a given data rate, the
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asymptotic behaviors of EE-maximal transmit power at BSs
for large M were investigated in [16], where no minimal data
rate requirement was considered and both transmit power and
circuit power consumption were taken into account. In [16],
a single-cell downlink massive MIMO system with perfect
CSI and zero-forcing beamforming (ZFBF) was considered,
where it was shown that the EE-maximal transmit power at
the BS should increase instead of decreasing with the number
of antennas at the BS in a scaling law of O

( M
ln M

)
. However,

when the massive MIMO system suffers from interference,
e.g., multi-user interference (MUI) caused by imperfect CSI or
caused by using maximum ratio transmission (MRT) at BSs, or
inter-cell interference (ICI) in multi-cell scenario, the analysis
of scaling law of the maximal EE and EE-maximal transmit
power becomes rather difficult, due to the intertwined factors
impacting the EE, and remains open.

In this paper, we aim to find scaling laws for the EE of
downlink multi-cell massive MIMO systems, which can shed
light upon the asymptotic behavior of the maximal EE in large
number of antennas regime and provide useful guidance for
system parameter configuration of energy efficient massive
MIMO systems. We strive to answer the following questions:
(1) What is the scaling law of the maximal EE of massive
MIMO systems with the number of antennas? (2) What is
the impact of PC, channel estimation errors, multi-cell setting,
and channel correlation on the scaling law of the EE-maximal
transmit power with the number of antennas?

In real-world cellular networks, the traffic load in a cell may
vary with time (e.g., day and night) and location (e.g., urban
and suburban). This implies that in general the number of users
is not a parameter that can be configured. Therefore, we only
optimize the transmit power of the BSs to maximize the EE
of the system. To answer the proposed questions, we derive
and analyze the closed-form expressions of the EE-maximal
transmit power and maximal EE and their scaling laws with M .
Since PC is a limiting factor for massive MIMO systems,
which however can be mitigated by some recently-proposed
pilot decontamination methods such as [17], we consider both
the systems with and without PC. The analytical results are
validated by simulations with a realistic channel model, where
different-level power consumption parameters, ranging from
those in currently deployed BSs to those that might be possible
in the future, are taken into account. The results show that the
obtained scaling laws hold for moderate number of antennas at
each BS. The main contributions of the paper are summarized
as follows.

1) We derive the scaling laws of maximal EE and
EE-maximal transmit power for downlink multi-cell
massive MIMO systems with MRT and ZFBF under
spatially correlated channel, considering minimum
mean-square error (MMSE) channel estimation and pilot
contamination, subject to minimal data rate requirement
and maximal transmit power constraint.

2) We show that the EE-maximal transmit power scales

up with the number of antennas as O
(√

M
ln M

)
until

reaching the maximal transmit power for the system
without PC, while it converges to a constant independent

from M for the system with PC. The maximal EE scales
with M as O

(
log2 M

M

)
and O

( 1
M

)
for the systems without

and with PC, respectively.
The rest of the paper is organized as follows. In Section II,

we provide the system and power consumption models.
In Section III, we find the maximal EE by optimizing the
transmit power and derive the scaling laws. In Section IV,
we validate the analytical results by simulations. Finally, we
conclude the paper.

II. SYSTEM AND POWER CONSUMPTION MODEL

A. System Model

Consider a downlink massive MIMO system consisting of
L non-coordinated cells, where each BS equipped with M
transmit antennas serves K single-antenna users either with
MRT or with ZFBF. For the sake of better readability of the
paper, we first consider the following assumptions to simplify
the complex cellular network:

• Power allocation: the transmit power of each BS P is
equally allocated to multiple users.

• Average channel gain: the average channel gains α
including path loss and shadowing from all BSs to all
users are identical.

• Inter-cell interference intensity: each user is interfered
by the adjacent L − 1 BSs with the same interference
intensity χ , where χ ∈ (0, 1].

• Channel correlation: the K users in each cell have the
same channel covariance matrix R.

These assumptions define a simple scenario, which however
captures the basic elements of the scaling laws. As will be ana-
lyzed later, the scaling laws derived under these assumptions
are the same as those under a more general system model
without the assumptions, where the power allocation can be
arbitrary, and the average channel gains, interference intensity,
and correlation matrices among users are different.

Then, the channel from the �th BS (denoted by BS�) to the
kth user in the j th cell (denoted by UE j k) is modeled as

h�j k = √
αχ�j R

1
2 h̃�j k ∈ C

M×1, (1)

where χ�j = 1 if � = j and χ�j = χ if � �= j , and h�j k ∼
CN (0, αχ�j R) with CN (m,�) denoting complex Gaussian
distribution with mean m and covariance matrix �. By taking
eigenvalue decomposition, we have R = U�UH , where
� = diag{[λ1, · · · , λN ]} is an N × N diagonal matrix whose
elements are the nonzero eigenvalues of R, N determines
the spatial degrees of freedom of a massive MIMO system
which typically increases with M due to the higher angular
resolution of a larger array, and U ∈ CM×N is composed of the
eigenvectors of R corresponding to the nonzero eigenvalues,
i.e., UH U = IN . Then, the channel vector can be re-expressed
as h�j k = √

αχ�j U�
1
2 h̃�j k, where h̃�j k ∈ CN×1 ∼ CN (0, IN )

is the i.i.d. channel vector, and IN is the N-dimensional
identity matrix.

We consider a time-division duplex system with block
fading channel, where the channels are constant in a time-
frequency coherence block with T channel uses and indepen-
dent among blocks. The channels can be estimated with the
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pilot sequences sent by users. During the uplink training phase,
K users in the same cell transmit orthogonal pilot sequences
each with Ttr channel uses and transmit power Ptr. The pilots
received at BS j will be contaminated if the same set of pilot
sequences used in the j th cell are reused in other cells and the
traditional training signal and channel estimation methods are
applied. Nonetheless, if some pilot decontamination methods
such as that in [17] can be applied, the PC will be largely
mitigated without increasing the training overhead. To simplify
the analysis, we consider two extreme cases for the systems
with and without PC as follows.

Denote S j as the index set of the cells using the same set of
pilot sequences as the j th cell including the j th cell itself, and
L P � |S j | as the number of these cells, where UE�k transmits
the same pilot sequence as UE j k for � ∈ S j . Then: (1) for
the system with PC, S j ={1, 2, . . . , L} and L P = L, where the
same set of orthogonal pilot sequences are reused in all the
L cells; (2) for the system without PC, we set S j = { j} and
L P = 1.

The MMSE channel estimate can be obtained at BS j as

ĥ j j k = √
αU�V ·

(
�

1
2 h̃ j j k

+
∑

�∈S j\{ j }

√
χ�j�

1
2 h̃ j�k + 1√

αK Ttr Ptr
UH ntr

j k

)
, (2)

where V =
(

L P� + 1
γtr

IN

)−1
, L P �

∑
�∈S j

χ�j = 1 +
χ(L P − 1), the term S j\{ j} denotes the index set of all inter-
fering cells using the same set of orthogonal pilot sequences
as the j th cell, ntr

j k ∼ CN (0, σ 2
trIM ) is the noise at the BS,

and γtr � αK Ttr Ptr
σ 2

tr
, which is defined as the signal to noise

ratio (SNR) of the uplink training.

It is not hard to find that ĥ j j k ∼ CN (0, α
), where

 � UQUH , Q = �V� = diag{[q1, . . ., qN ]}, and qi =

λ2
i

L P λi+ 1
γtr

is the nonzero eigenvalues of 
. Comparing the

two matrices 
 and R, we can see that their eigenvalues
are different but the corresponding eigenvectors are identical.
Since ĥ j j k and h j j k have different eigenvalues under the same
eigenvectors, λi −qi reflects the channel estimation error in the
direction of the i th eigenvector. When uplink training SNR γtr
is high, or PC does not exist (i.e., L P = 1), or the interference
is weak (i.e., with smaller χ), the value of λi − qi is smaller,
indicating a more accurate channel estimate.

The downlink signal received at UE j k is given by

y jk =
√

P

K

L∑

�=1

K∑

m=1

hH
�j k

w�m

‖w�m‖ x�m + n jk, (3)

where w�m ∈ CM×1 is the beamforming vector of BS�

to UE�m , x�m is the transmit signal with E{|x�m|2} = 1,
n jk ∼ CN (0, σ 2) is the noise at the user, and ‖ · ‖ and
E{·} denote Euclidean norm and expectation, respectively. For
MRT, w�m = ĥ��m . For ZFBF, w�m is the mth column of

Ĥ��(ĤH
��Ĥ��)

−1, and Ĥ�� = [ĥ��1, . . . , ĥ��K ] is the estimated
channel matrix at BS� for all users in the �th cell.

Every user experiences MUI (when using ZFBF, it comes
from the channel estimation errors), coherent ICI caused
by PC, and non-coherent ICI generated by the signals from the
interfering BSs. From (3), the signal to interference plus noise
ratio (SINR) of UE j k can be expressed as (4), shown at the
bottom of this page, where K = {1, 2, · · · , K } is the index set
of K users, {�, m|� ∈ S j , m ∈ K \{k}}⋃{�, m|� /∈ S j , m ∈ K }
denotes the set of users transmitting orthogonal pilot sequences
with UE j k , and

⋃
denotes the union of two sets.

Then, the average rate of UE j k with transmit power P at
BS j and system bandwidth B can be obtained as

R jk(P) = B · E
{
log2

(
1 + γ j k

)}
. (6)

B. Power Consumption Model

The power consumed for downlink transmission by a BS
and the circuit powers for operating the BS in transmitting and
receiving phases can be modeled as (5), shown at the bottom
of this page [18], [19],1 where ηPA is the power amplifier (PA)
efficiency, σDC, σMS and σcool are respectively the loss factors
of direct-current to direct-current power supply, main supply
and cooling [18], PBB2 and PCE are respectively the baseband
processing power consumed for computing beamforming vec-
tors and for channel estimation, PBB1d and PBB1u are respec-
tively other baseband power consumption in the downlink
transmission phase and in the uplink training phase, and PRF
is the RF power consumption. According to [21], PBB2 can be

modeled as PBB2 = M(K+δZ F K 2)R f lops,0
ηC

, where R f lops,0 is the

1According to the analysis in [19], the circuit power consumption of a
massive MIMO BS can be modeled in the same way as a traditional BS, but
the corresponding parameters differ. Note that in (5) the feeder loss is removed
considering that massive MIMO systems will employ active antennas where
the RF module is integrated into each antenna, which is different from a
traditional BS with passive antennas [20].

γ j k =

∣∣
∣
∣

hH
j jkw jk

‖w jk‖

∣∣
∣
∣

2

∑

�∈S j\{ j }

∣
∣
∣∣

hH
�jk w�k

‖w�k‖

∣
∣
∣∣

2

︸ ︷︷ ︸
coherent ICI caused by PC

+
∑

{�,m|�∈S j ,m∈K \{k}}⋃{�,m|�/∈S j ,m∈K }

∣
∣
∣∣

hH
�jkw�m

‖w�m‖

∣
∣
∣∣

2

︸ ︷︷ ︸
MUI and non-coherent ICI

+ Kσ 2

P

, (4)

PBS = (1− K Ttr
T ) P

ηPA
+(1− K Ttr

T )PBB2 + K Ttr
T PCE+M(PRF +(1− K Ttr

T )PBB1d + K Ttr
T PBB1u)

(1 − σDC)(1 − σMS)(1 − σcool)
, (5)
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floating-point operations per second (flops) per antenna for
each user, ηC is the power efficiency of computing measured in
flops/W, and we use a binary variable δZ F to differentiate MRT
(δZ F = 0) and ZFBF (δZ F = 1) in computational complexity.

PCE can be modeled as PCE = M log2(K Ttr)R f lops,0
ηC

. To differ-
entiate the impact of transmit and circuit power consumptions
on EE, we rewrite (5) as

PBS

= (1 − K Ttr
T )ηP

︸ ︷︷ ︸
transmit power

+ M Pc+M((1− K Ttr
T )(K +δZ F K 2)+ K Ttr

T log2(K Ttr))Psp
︸ ︷︷ ︸

circuit power

≈ (1 − K Ttr
T )ηP + M P0, (7)

where η � 1
ηPA(1−σDC)(1−σMS)(1−σcool)

, P0 =
PRF+PBB1d

(1−σDC)(1−σMS)(1−σcool)
+ (K + δZ F K 2)Psp is an

equivalent circuit power consumption per antenna,

Pc � PRF+(1−K Ttr
T )PBB1d + K Ttr

T PBB1u
(1−σDC)(1−σMS)(1−σcool)

is an equivalent circuit

power consumed at each antenna except beamforming,
Psp � R f lops,0

ηC (1−σDC)(1−σMS)(1−σcool)
is an equivalent circuit power

consumed for beamforming at each antenna for each user,
and the approximation comes from the similarity of the signal
processing power consumed in uplink training and downlink
transmission [19].

C. Downlink EE

The downlink EE is defined as the ratio of the average
downlink throughput to the total power consumption of
the L BSs, where the throughput is the sum rate of all cells
excluding the uplink training overhead. From (4) and (7), we
can express the downlink EE of the network as

EE(P) = (1 − K Ttr
T ) ·∑L

j=1
∑K

k=1 R jk(P)

L
(
(1 − K Ttr

T )ηP + M P0
) . (8)

III. SCALING LAWS ANALYSIS

In this section, we derive the scaling laws of the maximal EE
and EE-maximal transmit power with M for massive MIMO
systems with MRT and ZFBF in a unified form.

A. Average Rate R jk(P)

According to the deterministic equivalent approximation in
random matrix theory [22], when M and K grow infinitely
while M

K is finite, the asymptotic data rate converges in
mean square to the average data rate. We use the asymptotic
data rate to approximate the average data rate, which is
accurate for realistic system dimensions, e.g., M = 10 and
K = 10 [23]. By using the same approaches as in [23] and [24]
but considering different power allocation and channel corre-
lation model, we can derive the approximate average rate of
UE j k as

R jk(P) ≈ B log2

⎛

⎝1 + S

IP + In P + Kσ 2

qαP

⎞

⎠ , (9)

where q = 1
M

∑N
i=1 qi , and S, IP , and In P are respectively

the receive powers of the desired signal, coherent ICI, and
MUI plus non-coherent ICI, all normalized by qαP , which
are given in (A.1) and (A.4) of Appendix A for the systems
using MRT and ZFBF, respectively.

In order to derive the scaling law with M , we need to
analyze the asymptotic behaviors of S, IP , and In P with M ,
which can be easily found in the following two special cases.
In the first case, the eigenvalue matrix of the channel is
� = M

N IN , and M
N � β is fixed (when N = M , such spatially

correlated channel reduces to the i.i.d. channel). In the second
case, the systems are with uniform linear array (ULA) and
one-ring channel model. In both cases, for the systems using
MRT and ZFBF, we can obtain the relationship of S, IP , and
In P with M (see Appendix A) as2

lim
M→∞

SM

M
= lim

M→∞
SZ

M
= 1, (10a)

lim
M→∞

I M
P

M
= lim

M→∞
I Z

P

M
=χ(L P −1), (10b)

I M
n P ∼ O(1),3 I Z

n P ∼ O(1). (10c)

This indicates that SM and SZ grow with M asymptotically.
For the system with PC (i.e., L P > 1 and hence L P = 1 +
χ(L P − 1) > 1), I M

P and I Z
P grow with M asymptotically.

For the system without PC (i.e., L P = L P = 1), we have
I M

P = I Z
P =0, and I M

n P and I Z
n P are independent of M .4

B. Maximal EE and EE-maximal Transmit Power

Based on (8) and (9), we next maximize the EE subject to
the constraints on maximal transmit power of each BS and
minimal rate requirement of each user, where average rather
than instantaneous rate constraint is considered since we aim
to provide guidance for parameter configuration of energy
efficient massive MIMO systems, which should not change
frequently with instantaneous channels. The EE maximization
problem is formulated as follows.

max
P

EE(P) =
(1 − K Ttr

T )B K log2

(
1 + S P

I P+G

)

(1 − K Ttr
T )ηP + M P0

(11a)

s.t . B log2

(
1 + S P

I P + G

)
≥ Rmin (11b)

0 ≤ P ≤ Pmax, (11c)

where S = SM and I = I M
P + I M

n P given in (A.1) for MRT,
S = SZ and I=I Z

P + I Z
n P given in (A.4) for ZFBF, and G =

Kσ 2

qα for both, Rmin is the minimal average rate requirement

of each user, and Pmax is the maximal transmit power at BSs.
Constraint (11b) can be rewritten as P ≥ G

S
2Rmin/B −1

−I
� Pmin,

2Throughout the paper, we use the superscripts ()M and ()Z to distinguish
the parameters for MRT and ZFBF. For example, herein we use SM to denote
the receive signal power for MRT and SZ for ZFBF.

3For two functions f (n) and g(n), the notation f (n) ∼ O(g(n)) means
that | f (n)|

|g(n)| remains bounded as n → ∞.
4While the forthcoming scaling law analysis depends on such a relation,

simulation results show that the analysis is also valid for more general systems
and practical channels, as provided later.
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where Pmin is the minimal transmit power required to satisfy
the minimal rate requirement, Pmin ≤ Pmax, i.e., the minimal
rate requirement is assumed achievable.

It is not hard to show that the numerator of EE(P) in (11a) is
concave, the denominator is convex, and both are differential.
Hence, EE(P) is a pseudoconcave function of P . Then, it is
easy to find that the optimal solution of problem (11) is P̃∗ =
min(Pmax, max(P∗, Pmin)) and the maximal EE under the

constraint is ẼE
∗ = EE(P̃∗), where P∗ is the transmit power

maximizing (11a) without the constraints (11b) and (11c).
This indicates that the scaling laws essentially depend on how
P∗ scales with M .

For notational simplicity, in the following we first focus
on analyzing P∗ and the corresponding EE, denoted by EE∗,
and then address the impact of the constraints. To differentiate
the notations, we call ẼE

∗
and P̃∗ the maximal EE and

EE-maximal transmit power, and call EE∗ and P∗ the relaxed-
maximal EE and relaxed-EE-maximal transmit power.

Problem (11) is general and can be used to derive the results
of special cases considered in the literature [7] and [16], where
the maximal transmit power constraint is not considered in
both works. When each user requires to achieve a fixed data
rate Rmin, i.e., constraint (11b) needs to hold with equality,
the relaxed-EE-maximal transmit power can be derived as

P∗ = (2Rmin/B−1)G
S−(2Rmin/B−1)I

. Considering limM→∞ S
M = 1 in (10),

P∗ scales with M as P∗ ∼ O( 1
M ), which is the same as

the result in [7], although [7] considered the transmit power
of users in uplink while we consider the transmit power of
BSs in downlink. When the system suffers no interference,
i.e., I = 0 in (11), and no constraints are considered,
the relaxed-EE-maximal transmit power can be obtained as

P∗ = G
S e

W

(
S
G

M P0
(1− K Ttr

T )η

)

+1

− G
S , where W (x) is Lambert

W function [25]. Again considering limM→∞ S
M = 1 and

e x
ln x ≤ eW (x)+1 ≤ (1 + e) x

ln x for x ≥ e, we can show that
P∗ ∼ O( M

ln M ), which is the same as the result in [16].
For general cases where the data rate requirement is not a

fixed value and I > 0, closed-form expressions of the relaxed-
EE-maximal power and the corresponding relaxed-maximal
EE have not been found in the literature. We next find P∗
based on the Karush-Kuhn-Tucker (KKT) condition.

Considering that the circuit power consumption M P0 > 0
in practice, after some regular manipulations we can obtain
that P∗ satisfies

(

P∗ + M P0

(1 − K Ttr
T )η

)
SG

((S + I )P∗ + G)(I P∗ + G)

− ln

(
1 + S P∗

I P∗ + G

)
= 0. (12)

By expressing the term M P0

(1− K Ttr
T )η

as a function of P∗

from (12), we can show that its first-order derivative over P∗ is
positive, i.e., P∗ increases monotonically with M P0

(1− K Ttr
T )η

. That

is to say, to maximize the EE of massive MIMO systems, the
relaxed-EE-maximal transmit power should increase with the
number of antennas M , equivalent circuit power consumption

per antenna P0, training overhead K Ttr, and equivalent power
amplifier efficiency 1

η .
In order to obtain the scaling laws of EE∗ and P∗ with

respect to M , we need to find the closed-form expression
of P∗ from the transcendental equation in (12), whose exact
solution is however very hard to obtain. To tackle the difficulty,
we introduce some approximations, which are accurate for
massive MIMO systems. With the derivations in Appendix B,
we show that P∗ can be approximated as

P∗ ≈
√

M P0 Kσ 2

(1 − K Ttr
T )ηαq̄

√√
√√

1
I − 1

S+I

ln
(
1 + S

I

) , (13)

which is accurate for large value of M and becomes more
accurate for large value of P0. By substituting (13) into (11a),
EE∗ can be approximated as

EE∗ ≈ (1 − K Ttr
T )B K

P0
·

log2

(
1 + S

I+ c
fEE(M)

)

M + c · fEE(M)
, (14)

where c =
√

(1− K Ttr
T )ηKσ 2

P0αq̄ is a constant, fEE(M) �
√

M
I − M

S+I

ln
(

1+ S
I

) ,

S = SM, I = I M
n P + I M

P for MRT, and S = SZ, I = I Z
n P + I Z

P
for ZFBF.

C. Scaling Laws Analysis

In order to obtain the scaling laws of P̃∗ and ẼE
∗

with M ,
we first analyze the scaling laws of P∗ and EE∗.

1) Relaxed-EE-maximal Transmit Power: The scaling laws
of P∗ with M are given in the following proposition.

Proposition 1: For both MRT and ZFBF, P∗ scales with M
as follows
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

lim
M→∞

P∗
√

M

ln M

≈
√√
√
√
√

P0 Kσ 2

(1 − K Ttr

T
)ηαq In P

,

i.e., P∗ ∼ O

(√
M

ln M

)

, without PC

lim
M→∞ P∗ ≈

√√
√√
√
√
√

P0 Kσ 2(
1

χ(L P − 1)
− 1

1 + χ(L P − 1)
)

(1 − K Ttr

T
)ηαq ln(1 + 1

χ(L P − 1)
)

,

i.e., P∗ ∼ O(1), with PC

(15)

where In P = I M
n P for MRT and In P = I Z

n P for ZFBF.
Proof: See Appendix C.

Remark 1: For single-cell massive MIMO system with
ZFBF and perfect CSI at the BS and without maximal transmit
power constraint, the scaling law P∗ ∼ O( M

ln M ) is obtained
in [16]. By setting L = 1 in the expression without PC

in (15), the scaling law becomes
√

M
ln M . This indicates that

the imperfect CSI will change the scaling law. For the multi-
cell massive MIMO system, Proposition 1 indicates that the

relaxed-EE-maximal transmit power increases with
√

M
ln M

instead of M
ln M once the system suffers from the interference
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TABLE I

SCALING LAWS OF EE-MAXIMAL TRANSMIT POWER AND MAXIMAL EE WITH NUMBER OF ANTENNAS

other than PC, and approaches to a constant independent of M
once the system suffers from PC. For massive MIMO system
with MRT, MUI always exists, no matter in single-cell or
multi-cell system and no matter with perfect or imperfect CSI.
Therefore, multi-cell scenario and imperfect CSI do not change
the scaling laws of P∗ in (15) for systems using MRT.

2) Relaxed-Maximal EE: The scaling laws of EE∗ with M
are given in the following proposition.

Proposition 2: For both MRT and ZFBF, EE∗ scales with
M as follows⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

lim
M→∞

EE∗ · M

log2 M
≈

(1 − K Ttr

T
)B K

P0
,

i.e., EE∗ ∼ O
(

log2 M

M

)
, without PC

lim
M→∞ EE∗ · M ≈

(1 − K Ttr

T
)B K log2(1 + 1

χ(L P − 1)
)

P0
,

i.e., EE∗ ∼ O
(

1

M

)
, with PC

(16)

Proof: See Appendix D.
By setting EE∗ in (16) as a constant, we can see that

if the equivalent circuit power consumption per antenna
P0 can be reduced according to O

(
log2 M

M

)
for the system

without PC and O
( 1

M

)
for the system with PC, then the

relaxed-maximal EE will not change with M . Otherwise,
the relaxed-maximal EE reduces with M asymptotically, and
the relaxed-maximal EE of the system with PC decreases with
M with a faster speed than the system without PC.

3) Scaling Laws of EE-maximal Transmit Power P̃∗ and
Maximal EE ẼE

∗
: Recall that the optimal solution of prob-

lem (11) is P̃∗ = min(Pmax, max(Pmin, P∗)) and the cor-
responding maximal EE is ẼE

∗ = EE(P̃∗), where Pmin =
G

S
2Rmin/B −1

−I
.

Because both S and IP scale up with M as shown in (10),
we know that the denominator of Pmin increases with M so
that Pmin decreases with M . Moreover, (12) and Proposition
1 suggest that for the system without PC, P∗ increases with
M , and for the system with PC, P∗ first increases with M and
then converges to a constant. Therefore, P∗ will finally exceed
Pmin with the increase of M . In other words, the minimal
rate requirement in (11b) (and hence Pmin) does not affect the
scaling laws of P̃∗ and ẼE

∗
.

For the system without PC, P∗ increases with M and will
finally exceed Pmax. Hence, in this case P̃∗ first scales up with

O
(√

M
ln M

)
until reaching the maximal transmit power Pmax.

When P̃∗ = Pmax, we can derive that

lim
M→∞

ẼE
∗·M

log2(M)
= (1−K Ttr

T )B K

P0
lim

M→∞

log2(1+ S
InP+ G

Pmax

)/log2(M)

(M+ (1−K Ttr
T )ηPmax

P0
)/M

= (1 − K Ttr
T )B K

P0
,

where S increases with M , and In P + G
Pmax

and
(1− K Ttr

T )ηPmax
P0

are constants independent from M . Further considering (16),
ẼE

∗
scales with O(

log2 M
M ).

For the system with PC, P∗ converges to a constant, which
makes P̃∗ also be a constant and thus ẼE

∗
scale with 1

M .

D. Summary of the Results and Discussion

The scaling laws are summarized in Table I. The results
can be explained as follows. When the number of users K is
given, for the system without PC, the sum rate achieved by
the EE-maximal transmit power increases with log2 M thanks
to the increased array gain, while for the system with PC, the
achieved sum rate approaches to a constant independent of
M owing to the coherent ICI. On the other hand, the overall
circuit power consumption increases with M . As a consequent,
the maximal EE of massive MIMO system with MRT or ZFBF
finally decreases with M . Since the training overhead depends
on K , the maximal EE does not simply increase with the
multiplexing gain of K . In fact, as have been analyzed in [16]
and [21], there exists an optimal number of users for fixed
values of M , P and M/K .

Remark 2: The obtained EE-maximal transmit power scal-
ing laws are very different from the power scaling laws
in [7] and [14]. This is because [7] and [14] investigated the
minimal transmit power of users to guarantee the fixed data
rate requirement, while we study the optimal transmit power
of BSs to maximize the system EE under the minimal data
rate requirement (not fixed). If we let the rate requirement
hold with equality, then maximizing EE is equivalent to mini-
mizing transmit power, otherwise, they are different leading
to different power scaling laws. In addition, we consider
downlink transmission while [7] and [14] considered uplink
transmission.

Remark 3: We can observe from Table I that the maximal
EE, ẼE

∗
, decreases with M , and the EE-maximal transmit

power, P̃∗, scales up with M until reaching the maximal power
of BSs in the case without PC and is a constant in the case
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with PC. However, this does not mean that ẼE
∗

decreases
more when the BSs transmit with P̃∗ than with other powers.
Instead, if the transmit power of a system is not configured
according to the derived scaling laws, the EE of the system
will not be maximized and will reduce much faster with M
than the derived EE scaling laws.

Based on these analysis, we can answer the questions in the
introduction as follows.

(1) Given K and P0, the maximal EE decreases with the
increase of M , no matter if the massive MIMO system is with
or without PC. In order to maximize the EE with minimal
data rate requirement and maximal transmit power constraint,
for the system without PC, the EE-maximal transmit power
should increase with M until reaching the maximal transmit
power according to the laws in Table I. For the system with PC,
the EE-maximal transmit power should first increase with M

and then converge to

√√√
√ P0 Kσ 2

(1 − K Ttr
T )ηαq

1
χ(L P −1)

− 1
1+χ(L P −1)

ln(1 + 1
χ(L P −1)

)

or Pmax according to the laws in Table I.
(2) In single-cell scenario, the channel estimation errors

change the scaling law of P̃∗ for massive MIMO system with
ZFBF and do not change the scaling law of P̃∗ for system with
MRT. In multi-cell scenario, PC changes the scaling laws of
P̃∗ and ẼE

∗
for both massive MIMO systems with MRT and

ZFBF. Channel correlation only affects the power scaling laws
with a multiplicative factor via q and In P .

E. Impacts of Assumptions and Approximations

In what follows, we discuss the impact of the under-
lying assumptions and approximations on the scaling law
analysis.

1) Impacts of Assumptions: In the analysis, we considered
a simplified system model with the four assumptions stated in
Section II-A. In order to show the impact of these assumptions
on the scaling laws, in the following we consider a general

channel model h�j k = √
α�j kR

1
2
�j kh̃�j k with different average

channel gain α j j k, different inter-cell interference intensity
α�jk
α j jk

, and different covariance matrix R�j k. We also consider
a general power allocation policy p jk = μ j k P with arbitrary
μ j k satisfying 0 ≤ μ j k ≤ 1 and

∑K
k=1 μ j k = 1. Then, by

using the same approach to obtain (9), we can derive the
approximate average rate of UE j k as

R jk(P) ≈ B log2

(
1 + Sjk P

(I jk,P + I jk,n P )P + σ 2

)
, (17)

where I jk,P �
∑

�∈S j\{ j } α�j kq�j kμ�k M , I jk,n P �∑
{�,m|�∈S j ,m∈K \{k}}⋃{�,m|�/∈S j ,m∈K } I�mjkμ�m , and

Sjk � α j j kq�j kμ j k M are respectively the asymptotic
receive powers of the coherence ICI, non-coherent
ICI plus MUI, and desired signal at UE j k, and

q�j k = α�jk ( 1
M tr(R�jk))

2

α2
��k

1
M tr(R��k(

∑
i∈S�

α�ik R�ik+ 1
K Ptr Ttr

IM )−1RH
��k)

is independent

from M asymptotically according to the same reason as in
Appendix A.

Denote umax � arg max j,k{R jk(P)} and umin �
arg min j,k{R jk(P)} as the index of the user achieving the

maximal and minimal average data rate among all the L K
users in the network, respectively. We can bound the average
data rate of UE j k as

B log2

(
1 + Sumin P

(Iumin,P + Iumin,n P)P + σ 2

)
≤ R jk(P)

≤ B log2

(
1 + Sumax P

(Iumax,P + Iumax,n P )P + σ 2

)
. (18)

According to (17), similar to (10), we know that Sumin ∼
O(M), Sumax ∼ O(M), Iumin,n P ∼ O(1), and Iumax,n P ∼ O(1);
for the system with PC, Iumin,P ∼ O(M) and Iumax,P ∼ O(M);
and for the system without PC, Iumin,P = Iumax,P = 0.
Substituting S = Sumax , I = Iumax,P + Iumax,n P and G =
σ 2 into (13) and (14), we can obtain the upper bound of
the approximate relaxed-EE-maximal transmit power and the
approximate relaxed-maximal EE for the system with general
channel model and power allocation policy. Similarly, after
substituting S = Sumin , I = Iumin,P + Iumin,n P and G = σ 2

into (13) and (14), the lower bound is obtained.
Because the scaling laws of Sumax , Iumax,P + Iumax,n P , Sumin

and Iumin,P + Iumin,n P with M are the same as those in (10),
the resulting scaling laws of the upper bound and lower
bound obtained from (18) will be the same as those in
Proposition 1 and 2. Therefore, the resulting scaling laws of
the EE-maximal transmit power and maximal EE obtained
from the average data rate R jk(P) in (17) will also be the
same as those in Table I. In other words, the scaling laws
we obtained are valid for general channel models and general
power allocation policies.

2) Impacts of Approximations: Now we summarize the
approximations used in the analysis and discuss their
accuracy.

• In Section III-A, the average rate is approximated by
the asymptotic rate. This approximation is accurate for
realistic system dimension, e.g., M = K = 10, as
reported in [23], and becomes more accurate for large
values of M and K .

• The relaxed-EE-maximal transmit power is approximated
as in (13). According to the derivations in Appendix B,
we can find that the approximation is accurate when
P∗  G

I and M P0

(1− K Ttr
T )η

 max( G
I , ( G

4I − G
4(S+I ) + G

S )

ln(1 + S
I )). According to (10), we know that I

either increases with M for the system with PC or
is independent of M for the system without PC,
and S always increases with M . From (12), we know
P∗ increases with M . Then, the left-hand-side of the
above two inequalities increases with M , while the right-
hand-side decreases with M for system with PC, and
remains constant (the first inequality) or increases with
ln M (the second inequality) for the system without PC.
As a consequence, the two inequalities hold for large M ,
i.e., P∗ in (13) and hence EE∗ in (14) are accurate.
For example, for the system with ULA and one-ring
channel model with the angle of arrival (AoA) θ =
0◦ and angle of spread (AS) � = 15◦, K = 10,
α
σ 2 = 0.9, χ = 0.3, and the power consumption para-
meters given in Section IV, we find via simulations that
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the approximate relaxed-EE-maximal transmit power and
approximate relaxed-maximal EE are nearly the same as
their accurate values for M ≥ 32.

• The scaling laws in Proposition 1 and Proposition 2
are obtained from (13) and (14), respectively. Through
regular derivation, we can find that the scaling laws
hold when M is large so that the conditions M −
c
√

InP ln M
M  In P and M ln M  c2

InP
hold for

the system without PC and M  max( InP

χ(L P −1)
+

c

√√√
√

ln(1+ 1
χ(L P−1)

)

χ(L P −1)− χ2(L P −1)2

1+χ(L P −1)

, c

√
1

χ(L P −1)
− 1

1+χ(L P −1)

ln(1+ 1
χ(L P −1)

)
) holds for

the system with PC. Using the parameters listed above,
we can compute that the scaling laws are accurate for
M ≥ 400.

F. A Byproduct: SE Loss Analysis

Since massive MIMO can support high SE, a natural
concern is whether the operating point of P̃∗ that achieves
the maximal EE will cause a SE loss. Such a concern can
be addressed as a byproduct of the closed-form expression
of P̃∗ we obtained. Specifically, we can analyze the gap
between the EE-maximal data rate achieved by P̃∗ and the
maximal achievable rate of ZFBF or MRT obtained by setting
P = Pmax. By substituting (13) into (9), the EE-maximal
average sum rate of the j th cell with MRT and ZFBF can
be obtained as a unified expression, which is

R̃∗
j �

K∑

k=1

(P̃∗)≈ B K log2

(

1+ S P̃∗

I P̃∗+ G

)

, (19)

and the maximal achievable rate of the j th cell with MRT and
ZFBF can be obtained as,

R j,max �
∑K

k=1 R jk(Pmax) ≈ B K log2

(
1 + S Pmax

I Pmax + G

)
.

(20)

The gap between them can be derived as

�R � R j,max − R̃∗
j ≈ B K log2

(
1 +

G
P̃∗ − G

Pmax

I+ G
Pmax

)
, (21)

where I = I M
P + I M

n P for MRT and I = I Z
P + I Z

n P for ZFBF,
and the approximation comes from log2(1+γ ) ≈ log2(γ ) and
is accurate for large SINR γ which is true in massive MIMO
systems.

Proposition 3: For the massive MIMO system with given
numbers of antennas and users, the EE-maximal average rate
achieved by P̃∗ is close to the maximal average rate achieved
by Pmax when M is large. When M → ∞, the gap between
them approaches to zero.

Proof: See Appendix E.
This implies that supporting the maximal EE of a massive

MIMO system with given values of M and K by configuring
transmit power will cause a little loss of sum rate compared
to the maximal sum rate achieved by ZFBF or MRT. This
is sharply in contrast to the SE-EE relationship investigated
in [26], which can be interpreted as: massive MIMO is not

energy efficient to achieve very high SE, because a linear
increase of SE leads to an exponential decrease of EE.
Such a difference in conclusion comes from the system model.
No any interference and maximal transmit power constraint
were considered in [26], while we have considered MUI, ICI,
PC, and maximal transmit power constraint.

Remark 4: The reasons causing the small SE loss are
different for the cases with and without PC. For the sys-
tem with PC, we have shown that the EE-maximal transmit
power is a constant not increasing with M and the coherent
ICI IP increases with M monotonically. In this case, for
large M , PC makes the power of ICI much higher than
the noise, i.e., I P̃∗  G. Therefore, according to (19)
and (20), both the EE-maximal average rate R̃∗

j and the

maximal average rate R j,max approach to B K log2(1 + S
I ),

i.e., the rate gap converges to zero. For the system without
PC, we have shown that when M increases, the EE-maximal
transmit power P̃∗ increases and finally reaches Pmax, making
R̃∗

j = R j,max.

IV. NUMERICAL AND SIMULATION RESULTS

In this section, we validate previous analytical results via
simulations.

Consider a massive MIMO system consisting of seven
macro cells each with a radius of 250 m, where one central cell
is surrounded by six cells. In each cell 10 users are located
randomly with a minimum distance of 35 m from the BS.
The path loss model is set as 35.3+37.6log10 d dB, where d
(in m) is the distance between a user and a BS. Both the uplink
and downlink noise variances are -174 dBm/Hz [27], and the
system bandwidth is 20 MHz. The length of a coherence block
is T = Tc Bc = 380 channel uses, where Tc = 3.8 ms is
the coherence time for 60 km/h moving speed and 2 GHz
carrier, and Bc = 100 kHz is the coherence bandwidth. For
uplink training, Ptr = 200 mW, Ttr = 1 for each user, and
MMSE channel estimator are considered. The minimal rate
requirement of each user is 5 Mbps and the maximal transmit
power of BSs is 40 W (the maximal transmit power for a
Long-term Evolution (LTE) macro BS). Since in the literature
there are no specific power consumption parameters for a
massive MIMO BS, we employ the parameters for a BS in
the year 2012 (i.e., Pc = 0.79 W and Psp = 1.9 mW) and
the predicted values for massive MIMO BS in the year 2020
provided by GreenTouch consortium [19] (i.e., Pc = 0.16 W
and Psp = 0.12 mW). η = 2.51 (obtained from the PA
efficiency ηPA = 50% [19]), σDC = 6%, σcool = 9%, and
σMS = 7% (for macro BS [18]) are the same for both years
of 2012 and 2020. The performance of the central cell is
evaluated. Unless otherwise specified, these simulation setups
will be used throughout the simulations.

A. Accuracy of the Approximations

In Fig. 1, we show the impact of the approximations on the
closed-form expressions of P∗ in (13) and EE∗ in (14). To this
end, we compare the relaxed-EE-maximal transmit powers and
relaxed-maximal EEs respectively obtained from the following

approaches, where the channel model in (1) with α = 10−3.53

2503.76 ,
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Fig. 1. Evaluation of the approximations, Pc = 0.16 W and Psp = 0.12 mW
(for the year of 2020), with MRT. The three curves for relaxed-EE-maximal
transmit power and relaxed-maximal EE in either the case with PC or without
PC are overlapped.

χ = 0.3, and one-ring model for ULA with θ = 0◦ and
� = 15◦ are used.

a) The optimal solution (with legend “Simulation”) is
obtained by searching from an EE maximization problem
without any approximations, where the average data rate
per user is obtained from simulation by averaging over
small scale channels.

b) The numerical results (with legend “Asymptotic”) are
found from optimization problem (11) with no constraints
by bisection searching, where the asymptotic data rates
are used.

c) The approximated solutions (legend “Approximation”)
are computed with (13) and (14).

Since lower circuit power consumption will make the
approximations less accurate according to Appendix B, we
provide the results for the predicted parameters in 2020.
Nevertheless, even in this worse case, we can see that for
massive MIMO systems with MRT, the approximations are
very accurate. The results for the system with ZFBF are similar
and are not shown to make the figure clear.

B. Validation of the Scaling Laws With
Realistic Channel Model

In order to demonstrate that the analytical results are also
valid for more realistic channels, in the subsequent subsections
we simulate the performance of massive MIMO systems
by averaging over both large-scale and small-scale channels,
where a three-dimensional (3D) MIMO system with uniform
rectangular array in urban macro (UMa) scenario (referred as
3D UMa) is employed [28], considering that such a large
number of antennas may not be arranged as a linear array.
The lognormal distributed shadowing with 4 dB standard
deviation is considered in the 3D UMa channel, and the users
are randomly placed in each cell. With such a channel, the
large scale channel gains, interference intensity, and channel
covariance matrices of multiple users are different, depending
on their locations. Besides, such a channel does not belong
to the two special cases mentioned in Section III-A. The
antenna spacing at the BS is half of the wavelength for
both horizontal and vertical directions. The main 3D MIMO
channel parameters are listed in Table II.

In Fig. 2, we compare the scaling laws with the simula-
tion results of the EE-maximal transmit power versus M in
five scenarios to observe the impacts of channel correlation,
channel estimation errors, non-coherent ICI, and coherent ICI,
respectively. The scaling law curves are obtained as follows.

Take Fig. 2(a) as example, where the scaling law is O(
√

M
ln M )

for the case without PC before reaching the maximal transmit

power. We plot the scaling law curve according to ν
√

M
ln M ,

where ν is the positive real scalar and hence does not affect
the slope of the curve, which is chosen to make the scaling
law curve close to the simulated curves in order to facilitate
the comparison. The circuit power parameters for the year of
2020 are considered, while the results of the system with the
circuit power parameters for 2012 are similar.

We can see from Fig. 2(a) that for the single-cell system
with perfect CSI, the EE-maximal transmit power under i.i.d.
and 3D UMa channels are nearly the same, which indicates
that spatially correlated channel has little impact on the power
scaling law of the system with ZFBF. With the channel esti-
mation errors or non-coherent ICI, the EE-maximal transmit

power increases with M in the law of
√

M
ln M and increases

much slower than the system with perfect channel information,
which is consistent with Remark 1. With the coherent ICI
caused by PC, the EE-maximal transmit power approaches to
a constant for large M (which will be obvious if the y-axis is
in linear scale), though very slowly in 3D UMa channel due
to less interference.

We can see from Fig. 2(b) that the EE-maximal transmit
power of the system with MRT increases with M proportional

to
√

M
ln M for all scenarios except with PC, which approaches

a constant slowly. In contrast to the results for ZFBF, the
EE-maximal transmit power of the system with i.i.d channel
is much lower than that with 3D UMa channel, which means
that the spatially correlated channel has large impact on the
power scaling law of the system with MRT. This is because
the system under the 3D UMa channel suffers less interference
than that under the i.i.d. channel.
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TABLE II

MAIN PARAMETERS OF 3D MIMO CHANNELS

Fig. 2. EE-maximal transmit powers versus M, and the legends “perCSI” and
“estCSI” respectively denote the results with perfect and estimated channels.
Pc = 0.16 W and Psp = 0.12 mW (for the year of 2020).

Comparing Figs. 2(a) and (b), we can find that the
EE-maximal transmit power P̃∗ of the system with ZFBF is
much higher than that with MRT. For both MRT and ZFBF,
P̃∗ < 6 W, which is much lower than the maximal transmit
power of LTE macro BSs, 40 W. This indicates that maximal
transmit power constraint in problem (11) does not affect
the scaling laws of EE-maximal transmit power with M and
hence does not affect the scaling laws of maximal EE as well
for systems with moderate number of antennas. Besides, the
EE-maximal average rate per user R̃∗

j k in the five scenarios are
higher than 22 Mbps and 36 Mbps for the systems using MRT
and ZFBF with M ≥ 32, respectively, which is higher than

Fig. 3. Maximal EEs versus M under 3D UMa channel model. Pc = 0.16 W
and Psp = 0.12 mW (for the year of 2020).

the minimal rate requirement per user of 5 Mbps. Therefore,
the minimal rate requirement does not affect the scaling laws.

In Fig. 3, we compare the scaling laws with the simulation
results of the maximal EE versus M , where the power con-
sumption parameters in 2020 are used (the results with the
parameters in 2012 are similar). The scaling law curves in
Fig. 3 are plotted by the same method with Fig. 2. Since there
may exist large number of users in a macro cell in practice and
we can employ an optimal user scheduler to improve EE, we
also simulate the maximal EE of the system with the optimal
number of users K ∗, which is obtained by jointly searching the
optimal (K , P) to maximize the EE satisfying minimal rate
requirement per user and maximal transmit power constraint
when the number of antennas M is given.
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Fig. 4. EE versus sum rate per cell. The dashed and solid lines represent
the results for MRT and ZFBF, and the maximal EEs for MRT and ZFBF are
marked by lower and upper triangle, respectively. In Fig. 4(a), Pc = 0.16 W
and Psp = 0.12 mW (for the year of 2020). In Fig. 4(b), M = 128, the EEs
achieved by P = 40 W are marked by stars for MRT and bullets for ZFBF.
In both Figs. 4(a) and (b), L = 7, and 3D UMa channel model is employed.

It can be observed that for a given number of users, the

maximal EE decreases with M in proportional to log2 M
M for

the system without PC and 1
M for the system with PC for

large M (e.g., M > 384), which are consistent with the
analytical results. When the number of users is optimized, the
maximal EE still decreases with M , but the decreasing speed
is much slower for the system with MRT. This is because the
optimal number of users in the system with MRT increases
with M faster and is much larger than the system with ZFBF,
owing to the fact that the signal processing power increases
with K in the system with MRT while increases with K 2 in
the system with ZFBF as given in (7).

C. The Byproduct: EE versus Rate

In Fig. 4, we validate Proposition 3. The average sum rate
per cell and the corresponding EE of the system are obtained
from simulations, where P increases from 0 W without limit
and P̃∗ is found by exhaustive searching. To show the feasible

region of the rate achievable by a macro BS with a maximal
transmit power of 40 W, the results with P > 40 W are plotted
with dotted curves.

In Fig. 4(a), we show the impact of the number of transmit
antennas M , where the power consumption parameters for the
year 2020 are considered (the results with the parameters for
2012 are similar). Due to the MUI, non-coherent ICI, and
coherent ICI, the data rates of the massive MIMO systems
are limited to finite values when P → ∞. The maximal
EEs are achieved approximately at the maximal achievable
rates of ZFBF and MRT, which agrees with Proposition 3.
Before the sharp reduction, the EEs achieved by MRT and
ZFBF are very close, which can be interpreted by their similar
level of circuit powers (with only difference in Psp). The
maximal EE achieved by ZFBF exceeds that by MRT due to
the higher achievable rate. Again, we can see that P̃∗ � 40 W,
and increasing the transmit power beyond P̃∗ will reduce
EE significantly. In Fig. 4(b), we show the impact of Pc

and Psp . It is shown that with the increase of circuit power
consumption, R̃∗

j moves closer to R j,max, which agrees with
the analysis. Besides, our results are quite distinct from the
radiated EE (without considering the circuit power) in the
EE-rate relation.

V. CONCLUSIONS

In this paper, we investigated the scaling laws of the
EE-maximal transmit power and maximal EE for downlink
multicell massive MIMO system with and without pilot conta-
mination under spatially correlated channel model. We derived
the closed-form expressions of approximate maximal EEs of
the massive MIMO systems with MRT and ZFBF, and then
analyzed the scaling laws of the EE-maximal transmit power
and maximal EE with the number of transmit antennas M .
Analytical results showed that the maximal EE of massive
MIMO systems asymptotically decreases with M as long as
the circuit power consumption is a constant, no matter how
low it is. The pilot contamination is the dominating factor in
determining the scaling laws. The power scaling law suggests
that the EE-maximal transmit power should be configured to
increase with M in order to maximize the EE until reaching
the maximal transmit power of the BSs for the system without
pilot contamination, but should be configured as a constant
independent from M for the system with pilot contamination.
Channel correlation has large impact on the power scaling law
for massive MIMO with MRT, and has minor impact on that
with ZFBF. Simulation results under realistic channel model
validated the analytical analysis.

APPENDIX A
PROOF OF THE ASYMPTOTIC BEHAVIORS OF S, IP , AND

In P WITH M IN (10)

By using the same approaches as in [23], for systems with
MRT and arbitrary covariance matrix R, we can derive that

SM = M+ q(λ−q)

q2 , I M
P =

(

Mχ+ q(λ−χq)

q2

)

(L P −1),

(A.1a)



118 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 65, NO. 1, JANUARY 2017

I M
n P = (K L − L P)

qλ

q2 , (A.1b)

where q = 1
M

∑N
i=1 qi , q(λ − q) = 1

M

∑N
i=1 qi (λi − qi),

q(λ − χq) = 1
M

∑N
i=1 qi (λi − χqi ), qλ = 1

M

∑N
i=1 qiλi , and

L �
∑L

�=1 χ�j = 1 + χ(L − 1).
Next we prove the asymptotic behaviors of SM, I M

P , and
I M
n P in (10) by showing that q, q(λ − q), q(λ − χq), and

qλ in (A.1) are independent from M asymptotically in two
special cases.

In the first special case, � = M
N IN and M

N = β with a fixed
β. This in fact is the channel correlation model considered in
[23]. Considering that both λi = β and qi = β2

L P β+ 1
γtr

� q

are constants, after regular manipulations, we can derive that
q = q

β , q(λ − q) = q(β−q)
β , q(λ − χq) = q(β−χq)

β , and qλ =
q are all constants and independent from M .

In the second special case, the systems with ULA and one-
ring channel model are considered, where the mth row and nth
column of the channel covariance matrix for users with AoA θ
and AS � is [R]m,n = 1

2�

∫ θ+�
θ−� e− j2π D(m−n) sin(x)dx [29] and

D is the normalized antenna spacing over wavelength. Noting
that R is in Toeplitz form, according to Fact 1 in [29], for any
continuous function f (x) defined over [x1, x2], we have

lim
M→∞

1

M

M∑

m=1

f (λm(R)) =
∫ 1

2

− 1
2

f (S(ξ))dξ, (A.2)

where λm(R) is the m-th eigenvalue of R, and S(ξ) ∈ [x1, x2]
is a function depending on the AoA θ , AS �, and the
normalized antenna space D. For −π

2 ≤ θ −� < θ +� ≤ π
2 ,

S(ξ) = 1
2�

∑
m∈[D sin(−�+θ)+ξ,D sin(�+θ)+ξ ] 1√

D2−(m−ξ)2
.

From the MMSE channel estimation, we have qi =
λ2

i

L P λi+ 1
γtr

. By defining function fq (x) = x2

L P x+ 1
γtr

, qi = fq(λi )

holds. According to (A.2), we know that

lim
M→∞ q = lim

M→∞
1

M

N∑

m=1

fq(λi )

= lim
M→∞

1

M

M∑

m=1

fq(λi )

=
∫ 1

2

− 1
2

fq(S(ξ))dξ =
∫ 1

2

− 1
2

S(ξ)2

L P S(ξ) + 1
γtr

dξ, (A.3)

which is independent from M . Similarly, by defining functions
fq,1(x) = fq (x)(x − fq(x)), fq,2(x) = fq(x)(x −χ fq(x)) and
fq,3(x) = x fq(x), we can obtain that limM→∞ q(λ − q) =
∫ 1

2

− 1
2

fq,1(S(ξ))dξ , limM→∞ q(λ − χq) = ∫ 1
2

− 1
2

fq,2(S(ξ))dξ

and limM→∞ qλ = ∫ 1
2

− 1
2

fq,3(S(ξ))dξ , which are also inde-

pendent from M .
By using the same approaches as in [23] and [24], for

systems with ZFBF and any covariance matrix R, the receive

powers can be derived as

SZ = M− M
N K +(1− K

N )
δ

′ − μ

δ2 , (A.4a)

I Z
P = (L P −1)

(

(M− M
N K )χ+(1− K

N )
δ

′ −χμ

δ2

)

, (A.4b)

I Z
n P = (1− K

N )

(

(K L−L P )
δ

′

δ2 −(1+χ(L P −1))(K −1)
δ

′′

δ2

)

,

(A.4c)

where δ
′=

δ2
K

∑N
i=1

λi
qi

( K
M+ δ

αqi
)−2

M
K − 1

M

∑N
i=1( K

M+ δ
αqi

)−2
, δ

′′= δ2 1
K

∑N
i=1

(
K
M + δ

αqi

)−2

M
K − 1

M

∑N
i=1

(
K
M + δ

αqi

)−2 , T
′ =

(
α�+ K

M
αQδ

′
δ2

)(
IN + K

M
αQ
δ

)−2
, μ = 1

M tr(α2QV�T
′
), and δ

can be found from the equation 1
M

N∑

i=1

αqi
K
M αqi+δ

=1.

We next prove the asymptotic behaviors of SZ, I Z
P , and I Z

n P
with M in (10) by proving that δ, δ

′
, δ

′′
and μ in (A.4) are

independent from M asymptotically in the two special cases.
In the first special case, when M  K in massive MIMO

systems, we can derive that δ = αq
β , δ

′ = α2q , and δ
′′ = μ =

α2q2

β are all independent from M asymptotically.

In the second special case, in order to analyze the properties
of δ

′
, δ

′′
, and μ, we first derive the approximate expression

of δ from the equation 1
M

N∑

i=1

αqi
K
M αqi+δ

= 1, which can be

rewritten as 1
1
N

∑N
i=1

1
K
M αqi +δ

= Nδ
N−K , i.e., the harmonic mean

of the variables K
M αqi + δ. According to the relationship

between the harmonic mean and arithmetic mean, we have
Nδ

N−K = 1
1
N

∑N
i=1

1
K
M αqi +δ

≤ 1
N

∑N
i=1(

K
M αqi + δ), where q̄ is

defined in (9) and the inequality holds with equality when
the variables K

M αqi + δ are identical for i = 1, · · · , N . Since
limM→∞ K

M αqi + δ = δ, the inequality holds with equality,
and hence we have δ = N−K

N αq̄ , which approaches to αq̄ for
large M considering the fact that N (i.e., the spatial degrees
of freedom of a massive MIMO system) increases with M
typically. Recalling that q is independent from M , we can
find that δ is also independent from M asymptotically.

Substituting the asymptotic expression of δ = αq̄ into (A.4),

we can derive δ
′

δ2 as

lim
M→∞

δ
′

δ2 = lim
M→∞

1
K

∑N
i=1

λi qi

( K
M qi+q)2

M
K − 1

M

∑N
i=1 q2

i ( K
M qi + q)−2

(a)= lim
M→∞

M
K qλ(q)−2

M
K − q2(q)−2

= qλ

(q)2 , (A.5)

where (a) comes from limM→∞ K
M qi + q = q and

limM→∞ q2 = ∫ 1
2

− 1
2

(
fq (S(ξ))

)2
dξ . Then, we have

limM→∞ δ
′ = α2qλ, which is independent from M .

By employing the same approach as deriving (A.5), we can
derive that limM→∞ δ

′′ = limM→∞ μ = α2q2, which is also
independent from M .
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SG(P∗ + M P0

(1− K Ttr
T )η

)

((S + I )P∗ + G)(I P∗ + G)
− ln

(
1 + S P∗

I P∗ + G

)

=
M P0

(1− K Ttr
T )η

− G
S+I

P∗ + G
S+I

−
M P0

(1− K Ttr
T )η

− G
I

P∗ + G
I

− ln

(
1 + G

(S + I )P∗

)
+ ln

(
1 + G

I P∗

)
− ln

(
1 + S

I

)

(a)≈
M P0

(1− K Ttr
T )η

− G
S+I

P∗ + G
S+I

−
M P0

(1− K Ttr
T )η

− G
I

P∗ + G
I

−
G

(S+I )

P∗ + G
2(S+I )

+
G
I

P∗ + G
2I

− ln

(
1 + S

I

)

(b)≈
M P0

(1− K Ttr
T )η

− 2G
S+I

P∗ + G
S+I

−
M P0

(1− K Ttr
T )η

− 2G
I

P∗ + G
I

− ln

(
1 + S

I

)
(c)≈

M P0

(1− K Ttr
T )η

P∗ + G
S+I

−
M P0

(1− K Ttr
T )η

P∗ + G
I

− ln

(
1 + S

I

)
= 0, (B.1)

From the analysis above, we can conclude (10) for the
systems using MRT and ZFBF in the two special cases.

APPENDIX B
APPROXIMATED RELAXED-EE-MAXIMAL

TRANSMIT POWER P∗

The condition in (12) can be expressed as (B.1), shown at
the top of this page, where (a) employs the approximation
of ln(1 + x) = 2atanh( x

2+x ) ≈ 2x
2+x according to the first

order taylor expansion of atanh(x) ≈ x . We can obtain that

when x < 2, the relative approximation error
|atanh( x

2+x )− x
2+x |

atanh( x
x+2 )

is less than 0.09 and reduces with the decrease of x . We know
limM→∞ S

M = 1 from (10), and P∗ increases with M
monotonically from (12). Therefore, for large M such that
the corresponding S and P∗ make G

(S+I )P∗ < G
I P∗ � 2 hold,

approximation (a) will become very accurate. The condition
for approximation (a) being accurate is equivalent to P∗ 
G
2I > G

2(S+I ) , which also makes approximation (b) accurate,

where P∗ + G
2(S+I ) ≈ P∗ + G

(S+I ) and P∗ + G
2I ≈ P∗ + G

I are

employed in (b). We approximate M P0

(1− K Ttr
T )η

− 2G
I ≈ M P0

(1− K Ttr
T )η

and M P0

(1− K Ttr
T )η

− 2G
S+I ≈ M P0

(1− K Ttr
T )η

in (c), which are accurate

for M P0

(1− K Ttr
T )η

 2G
I > 2G

S+I . Because the first term of the

inequality increases with M while 2G
I is constant or decreases

with M according to (10), we know that approximation (c) in
(B.1) is accurate for large M . Furthermore, when P0 is large,

M P0

(1− K Ttr
T )η

is large and P∗ is also large according to (12). Then

the approximations (b) and (c) in (B.1) are more accurate for
large P0.

The approximate solution of (12) (i.e., the solution
of (B.1)) is

P∗ ≈
(

G

I
− G

S + I

)
√√
√√
√

M P0

(1− K Ttr
T )η

( G
I − G

S+I ) ln(1 + S
I )

+ 1

4

− 1

2

(
G

I
+ G

S + I

)

(d)≈

√√
√
√
√

M P0

(1− K Ttr
T )η

( G
I − G

S+I )

ln(1 + S
I )

− 1

2

(
G

I
+ G

S + I

)

(e)≈
√

M P0 Kσ 2

(1 − K Ttr
T )ηαq

√√
√
√

1
I − 1

S+I

ln(1 + S
I )

, (B.2)

where 1
4 is ignored in (d) and 1

2

(
G
I + G

S+I

)
is ignored in (e).

The accuracy of the approximations is discussed as follows.
The condition for (e) being accurate is√

M P0
(1− K Ttr

T )η
( G

I − G
S+I )

ln(1+ S
I )

 1
2

(
G
I + G

S+I

)
, which is equivalent to

M P0

(1 − K Ttr
T )η

 (
G

4I
− G

4(S + I )
+ G

S
) ln(1 + S

I
). (B.3)

We can find that because G
I + G

S+I > G
I − G

S+I , when the

approximate condition of (e) holds,

M P0

(1− K Ttr
T )η

( G
I − G

S+I ) ln(1+ S
I )

 1
4 also

holds, i.e., approximation (d) is also accurate. From (10),
we have I ∼ O(M) and I ∼ O(1) for the system with
and without PC, respectively. Therefore, the right-hand-side of
(B.3) decreases with 1

M for the system with PC while increases
with ln M for the system without PC. However, because of the
left-hand-side of (B.3) increases linearly with M , when M is
large, the inequality holds for both systems with and without
PC, i.e., approximations (d) and (e) are accurate. We can
observe that when P0 is large, the left-hand-side of (B.3) is
large and hence approximations (d) and (e) are more accurate.

In summary, the approximate relaxed-EE-maximal transmit
power in (B.2) is accurate when M is large and becomes more
accurate for large P0.

APPENDIX C
PROOF OF PROPOSITION 1

For the system without PC, L P = 1 and IP = 0. From (10),
we know that limM→∞ S

M = 1 and hence limM→∞( 1
InP

−
1

S+InP
) = 1

InP
and limM→∞

ln(1+ S
InP

)

ln(M) = 1. Considering (13),

we can derive that

lim
M→∞

P∗
√

M
ln M

=
√

P0 Kσ 2

(1 − K Ttr
T )ηαq In P

. (C.1)

For the system with PC, from (10), we have
limM→∞ I

χ(L P −1)M
= 1. In this case, limM→∞( M

I − M
S+I ) =
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1
χ(L P −1)

− 1
1+χ(L P −1)

and limM→∞ ln(1 + S
I ) =

ln(1 + 1
χ(L P −1)

). Upon substituting the results into (13), we
can derive that

lim
M→∞ P∗ =

√√
√√
√

P0 Kσ 2

(1 − K Ttr
T )ηαq

1
χ(L P −1)

− 1
1+χ(L P −1)

ln(1 + 1
χ(L P −1)

)
. (C.2)

Combining (C.1) and (C.2), we can obtain the scaling law
of P∗ with respect to M in (15).

APPENDIX D
PROOF OF PROPOSITION 2

For the system without PC, IP = 0 and I = In P . From (10),
we can obtain M

InP
 M

S+InP
. Considering the expression

of fEE(M) in (14), we can derive limM→∞ fEE(M)√
M

InP ln(M)

= 1,

i.e., fEE(M) in (14) scales as fEE(M) ∼ O
(√

M
InP ln(M)

)
.

Therefore, limM→∞ log2

(
1+ S

InP + c
fEE(M)

)
/ log2(M) = 1 and

limM→∞ M+c· fEE(M)
M = 1. According to (14), we can derive

that

lim
M→∞

EE∗·M

log2(M)
= (1−K Ttr

T )BK

P0
lim

M→∞

log2

(
1+ S

I+ c
fEE(M)

)

M + c fEE(M)

M

log2(M)

= (1− K Ttr
T )B K

P0
. (D.1)

For the system with PC, based on limM→∞ I
χ(L P −1)M

= 1

given in (10), we know that limM→∞ S
I = 1

χ(L P −1)

and limM→∞ M
S+I = 1

1+χ(L P−1)
hold. Upon substituting the

results into fEE(M), we can derive that limM→∞ fEE(M)=√
1

χ(L P −1)
− 1

1+χ(L P −1)

ln(1+ 1
χ(L P −1)

)
, which is independent of M . Therefore,

limM→∞log2(1+ S
I+ c

fEE (M)
) = limM→∞log2(1+ S

I ) = log2(1+
1

χ(L P−1)
). Then, we can derive that

lim
M→∞EE∗ ·M = (1−K Ttr

T )B K

P0
lim

M→∞

log2(1+ S
I+ c

fEE (M)
)

M + c fEE(M)
·M

=
(1− K Ttr

T )B K log2(1+ 1
χ(L P−1)

)

P0
. (D.2)

Combining (D.1) and (D.2), the scaling laws in (16) are
obtained.

APPENDIX E

PROOF OF PROPOSITION 3

For the system without PC, according to (10) and the
scaling law of P̃∗ in Table I, I = In P is a constant and
P̃∗ firstly increases with M and then becomes the constant
Pmax. In this case, when M increases, 1

P̃∗ − 1
Pmax

reduces
to zero. Considering (21), with the increase of M , the rate

gap �R = B K log2

(
1 +

1
P̃∗ − 1

Pmax
InP
G + 1

Pmax

)
reduces accordingly and

finally reaches zero.

For the system with PC, according to (10) and Table I,
when M increases, I = IP + In P increases monotonically
and P̃∗ firstly increases and then converges to a constant.
In this case, with the increase of M , the rate gap �R =
B K log2

(
1 +

1
P̃∗ − 1

Pmax
IP +InP

G + 1
Pmax

)
converges to zero as a result of

I
G + 1

Pmax
increasing with M and 1

P̃∗ − 1
Pmax

approaching to a
constant.

Therefore, for the massive MIMO system with or without
PC, the EE-maximal average rate R̃∗

j is close to the maximal
average rate R j,max, and the gap between them reduces to zero
with the increase of M .
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