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Abstract—Coordinated beamforming has been optimized to
maximize the sum rate under the transmit power constraints, or
to minimize the transmit power under the data rate constraints.
In this paper, we design precoder that maximizes the energy
efficiency (EE) of multi-cell multi-antenna downlink network
with coordination and meanwhile ensures the minimal data rate
requirement of each user. To find a solution of such a non-
convex optimization problem, we construct a convex subset of
the original constraint set and a quasi-concave lower bound of
the EE. Then, we propose an iterative algorithm to maximize the
lower bound of the EE within the convex subset, which is shown
converging rapidly to a local optimum of the original problem.
We evaluate the EE of the proposed algorithm through simula-
tions under different user locations, data rate requirements, and
numbers of antennas. The results demonstrate that the proposed
precoder performs closely to an upper bound derived from
interference-free assumption. When the circuit power consump-
tion is dominant, the proposed precoder is much more energy-
efficient than the transmit power minimization precoder as well
as a precoder including an interference alignment beamformer
and the optimized transmit power maximizing the EE.

Index Terms—Coordinated beamforming, energy efficiency
(EE), precoding design, quality of service (QoS)

I. INTRODUCTION

To reduce the operational cost of the networks and the
global greenhouse gas emissions, energy efficiency (EE) is
becoming an important design goal for cellular systems [2],
[3]. For high throughput downlink cellular networks, EE can
be defined as the ratio of the sum rate to the total power
consumption of the network, which involves transmit power
and circuit power. It has been recognized that the well-
explored transmission schemes designed toward high spectral
efficiency (SE) does not necessarily provide high EE [4], [5].
To improve the EE, we should increase the SE and meanwhile
decrease the total power consumption.

Inter-cell interference (ICI) is the major limiting factor for
improving the SE of full frequency reuse cellular networks.
When the base stations (BSs) with multiple antennas can
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share some form of information related to channel, coordinated
beamforming can effectively alleviate the impact of ICI, which
has been optimized from different perspectives.

The coordinated beamforming1 that optimizes the SE sub-
ject to transmit power constraints has been widely studied,
e.g., [6]–[8]. In [6], beamforming and power allocation were
jointly designed for maximizing the weighted sum rate. In
[7], user scheduling, beamforming and power allocation were
jointly optimized to maximize sum rate, and a local optimal
solution was found with an iterative algorithm. In [8], the
precoders with BS coordination were optimized to maximize
weighted sum rate, where the proposed algorithm was proved
to converge to a stationary point of the original problem.

The coordinated beamforming that minimizes the total
transmit power of coordinative BSs subject to the signal-to-
interference-plus-noise ratio (SINR) constraint of each user
has also been well-investigated, e.g., [9]–[11], all for users
with a single antenna. The obtained precoders in [9]–[11]
are optimal. However, the optimization approaches in these
works are all based on transforming the SINR constraints into
a second-order-cone constraint, which was proposed in [12]
assuming fixed linear detectors. As a result, when each user
is equipped with multiple antennas, these approaches to find
the optimal solutions are no longer applicable.

For cellular networks, the basic principle of energy-efficient
design is maximizing the EE of the system without sacrificing
the required quality of service (QoS) of each user. To reflect
typical QoS constraints imposed by different kinds of traffics
such as best effort, real and non-real time services, a typical
way is to set a minimal data rate requirement for each user
[13]. With such QoS constraints, the design minimizing the
transmit power is not always energy-efficient. When the circuit
power dominates the total power consumption of a network,
which is a typical scenario of prevalent cellular networks,
transmitting with higher data rate than the required minimal
data rate may achieve higher EE.

Although EE has been extensively studied for various
systems and important progress has been made in resource
allocation and performance evaluation, e.g., [14]–[19], so far
transmission strategy design for interference networks was
seldom studied in literature. In [20], a non-cooperative power
allocation for energy-efficient design was investigated for a
single antenna multi-cell multi-carrier system. In [21], an
energy-efficient precoding including beamforming and trans-
mit power was proposed for multi-input-multi-output (MIMO)

1In this paper, coordinated beamforming is a general notion for precoding
with coordination among multiple BSs. Therefore, optimizing precoding
explicitly or implicitly includes optimizing beamforming and transmit power.
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interference networks. In both works, no QoS constraints
were imposed, so they are applicable to best effort traffics.
Besides, since in both works the EE was defined as the sum
of per-user EE instead of the ratio of sum rate to total power
consumption, these strategies cannot be applied to downlink
cellular networks.

In this paper, we study energy-efficient precoding design for
downlink MIMO cellular networks with coordinated beam-
forming, where each coordinative BS and each user are
equipped with multiple antennas. This is a kind of MIMO
interference network. Specifically, we strive to optimize the
precoding to maximize the EE of the network under the
minimal data rate requirement of each user, where both the
transmit power and circuit power consumptions are taken into
account. Because both the objective function and constraints
are non-convex, the optimization problem is non-convex. An
iterative algorithm is proposed to find a solution of the
problem. Simulation results show that the EE achieved by the
proposed precoder is close to an upper bound derived from
interference-free assumption and higher than that achieved by
the transmit power minimization precoder in a wide range of
data rate requirements.

The main contributions of this paper are summarized as
follows:

1) Differing from [20] and [21], we consider minimal data
rate constraint of each user for a downlink cellular
network. As a result, the proposed precoder can accom-
modate both real time and best effort traffics by setting
different values of the data rate requirement.

2) We find a solution of the original non-convex problem
by constructing a convex subset of the constraints and
a quasi-concave lower bound of the objective function.
Then we propose an iterative algorithm to maximize the
lower bound within the convex subset, and prove that
the algorithm can converge to a stationary point of the
original problem. We use linear interference alignment
(IA) to initialize the iterative algorithm, and prove that it
provides a feasible solution and is approximately optimal
in EE when interference is strong. By judiciously design-
ing the initial value, the algorithm yields a near-optimal
solution.

The rest of the paper is organized as follows. In Sec-
tion II, the system model is introduced. In Section III, the
problem of the energy-efficient precoder design is formulated
and transformed to another optimization problem. Then, an
iterative algorithm is developed to find the solution of the
problem, the convergence of the algorithm is proved, and the
initialization and feasibility are addressed. Simulation results
are shown in Section IV, where the impact of user locations,
QoS requirements, and the numbers of antennas are analyzed.
Finally, Sections V concludes the paper.

Notation: The superscript (·)H denotes the Hermitian trans-
pose of a matrix. The n× n identity matrix is denoted by In.
The complex Gaussian distribution is denoted by CN (·, ·). The
symbols E(·), Tr(·), and det(·) denote expectation, trace, and
determinant operators, respectively. The symbol∇f(·) denotes
the gradient of the function f(·).

II. SYSTEM MODEL

Consider a K-cell downlink MIMO interference network,
where each BS serves multiple users. The k-th BS, which
conveys data to Ik users, is equipped with Mk antennas. The
i-th user in cell k, user ik, is equipped with Nik antennas. We
assume that every BS has perfect channel information from
itself to all users in the K cells, and the channels are shared
among the coordinated BSs but the data for the users is not
shared.

The signal received at user ik can be expressed as

yik = HikkVikxik +

Ik∑
m=1,m 6=i

HikkVmk
xmk︸ ︷︷ ︸

multi-user interference

+

K∑
j 6=k,j=1

Ij∑
l=1

HikjVljxlj︸ ︷︷ ︸
inter-cell interference

+nik , ∀ik ∈ I (1)

where xik is the transmitted symbol vector to user ik convey-
ing dik data streams with E[xikx

H
ik

] = Idik , Vik is the Mk ×
dik precoding matrix including beamforming and transmit
power implicitly, Hikj is the Nik×Mj channel matrix from BS
j to user ik, I = {ik|i ∈ {1, 2, . . . , Ik}, k ∈ {1, 2, . . . ,K}}
is the set of all users, and nik is an additive white Gaussian
noise vector subject to CN (0, σ2

ik
INik

).
With the linear precoding at the BSs and maximal likelihood

detector at each user, the achievable rate of user ik can be
expressed as [22],

Rik = log2 det
(
INik

+ HikkVikV
H
ik
HH
ikk

J−1
ik

)
(2)

where Jik =
∑

(l,j)6=(i,k)HikjVljV
H
lj
HH
ikj

+ σ2
ik
INik

is the
interference-plus-noise covariance matrix of user ik.

For notational simplicity, we use V to represent {Vik}ik∈I
which are all the precoding matrices for the users in K cells.

III. PROBLEM FORMULATION AND OPTIMIZATION
ALGORITHM

In this section, we start by formulating the problem to
optimize the EE of the network under the minimal data rate
constraint of each user. Considering that the original problem
is non-convex, we convert it into a new optimization problem
by constructing a convex subset of the constraints and a quasi-
concave lower bound of the objective function, which is then
solved by an iterative algorithm. We proceed to prove that
the iterative algorithm converges to a stationary point of the
original problem, and address the initial value selection.

A. Problem Formulation

The EE of the network is defined as the ratio of the sum
rate to the overall power consumption [2], which is

η(V) =

∑K
k=1

∑Ik
i=1Rik∑K

k=1

∑Ik
i=1 ρTr(VikV

H
ik

) +
∑K
k=1MkPc +KPo

(3)
where ρ is the reciprocal of the power amplifier efficiency,
Tr(VikV

H
ik

) = Pik is the transmit power for user ik, Pc is
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the circuit power consumed at each antenna consisting of the
bandpass filters, duplexers, and other radio frequency circuits,
and Po is the power consumption at each BS consisting of
power supply and cooling.

We strive to design the precoding matrices for all users that
maximize the EE of the network under the QoS constraint
imposed by each user. From (2) and (3), the optimization
problem can be formulated as

max
V

∑K
k=1

∑Ik
i=1 log2 det

(
INik

+ HikkVikV
H
ik
HH
ikk

J−1
ik

)
∑K
k=1

∑Ik
i=1 ρTr(VikV

H
ik

) +
∑K
k=1MkPc +KPo

(4a)
s.t. log2 det

(
INik

+ HikkVikV
H
ik
HH
ikk

J−1
ik

)
≥ rik , ∀ik ∈ I

(4b)
where rik is the minimal data rate requirement of user ik.

Remark 1: We do not impose transmit power constraints
on the optimization problem. In this way, we can observe the
impact of data rate requirement of each user on the achieved
EE of the network in a wide range. In fact, with extra convex
power constraints, the corresponding problem can be solved as
well using an approach similar to what proposed as follows.

B. Problem Transformation

Optimization problem (4) is non-convex, because the objec-
tive function is non-concave over V and the constraints are not
convex [23]. To find a solution of this problem, we construct a
convex subset of the original set of non-convex constraint (4b)
and a lower bound of the EE that is a quasi-concave function
of V.

Note that the non-convexity of the problem comes from
the non-convexity of the data rate in (2), and the data rate
is achievable by maximal likelihood detector at each user.
Based on this observation, we find a lower bound of the data
rate achieved by an optimal linear detector, which becomes a
concave function of V.

Define a function of precoding matrices as follows,

fik(V,Uik ,Qik) , log2 e·(ln det(Qik)− Tr(QikEik)+dik)
(5)

where Uik is a detection matrix at user ik, Qik is an auxiliary
positive definite matrix, e is the base of natural logarithms, and
Eik is the mean-square-error (MSE) covariance matrix, which
is

Eik = (Idik −UH
ik
HikkVik)(Idik −UH

ik
HikkVik)H

+
∑

(l,j)6=(i,k)

UH
ik
HikjVljV

H
lj H

H
ikj

Uik + σ2
ik
UH
ik
Uik

(6)

Theorem 1: fik(V,Uik ,Qik) is a lower bound of the data
rate Rik in (2) and is concave over each group of the matrices
V,Uik ,Qik when the other two are fixed.

Proof: See Appendix A.

With the help of Theorem 1, we can construct a convex
subset of constraint (4b) for any given groups of matrices Uik

and Qik as follows,

fik(V,Uik ,Qik) ≥ rik , ∀ik ∈ I (7)

With Theorem 1 we can also find a lower bound of the
objective function in (4a) for any given groups of matrices
Uik and Qik as follows,

L(V) =

∑K
k=1

∑Ik
i=1 fik(V,Uik ,Qik)∑K

k=1

∑Ik
i=1 ρTr(VikV

H
ik

) +
∑K
k=1MkPc +KPo

(8)
which is tight when Uik = U∗ik and Qik = Q∗ik as shown in
Appendix A, where with U∗ik and Q∗ik the function in (5) is
maximized.

The denominator in (8) is convex quadratic and the numer-
ator is concave quadratic over V. Therefore, all the superlevel
sets of (8)

Θα = {V ∈ dom L|L(V) ≥ α} (9)

are convex quadratic for any real number α. That is to say,
L(V) is quasi-concave over V with fixed U and Q [23], where
U is short for {Uik}ik∈I and Q is short for {Qik}ik∈I .

Then, a new optimization problem that maximizes the EE
lower bound within a convex subset of constraint (4b) can be
formulated as follows,

max
V,U,Q

∑K
k=1

∑Ik
i=1 fik(V,Uik ,Qik)∑K

k=1

∑Ik
i=1 ρTr(VikV

H
ik

) +
∑K
k=1MkPc +KPo

(10a)

s.t. fik(V,Uik ,Qik) ≥ rik , ∀ik ∈ I (10b)

from which we can at least find a local optimum of the original
problem (4) as shown in the following subsection.

C. Iterative Algorithm

Since the objective function in (10a) is concave over each
group of the matrices U and Q, and quasi-concave over V
when the other two are fixed, we use the block coordinate
descent method [24] to solve problem (10), i.e., fix two of the
three matrices to update the third. The matrices U and Q can
be updated with (A.2) and (A.4) in Appendix A, respectively.
Since the objective function is quasi-concave over V with
fixed U and Q, the update of V can be obtained by a bisection
searching algorithm [23].

Specifically, with fixed U and Q the optimal precoding
matrices can be found from checking the following feasibility
problem,

Find V

s.t.

K∑
k=1

Ik∑
i=1

fik(V,Uik ,Qik)

− α

(
K∑
k=1

Ik∑
i=1

ρTr(VikV
H
ik

) +

K∑
k=1

MkPc +KPo

)
≥ 0

(11a)

fik(V,Uik ,Qik) ≥ rik , ∀ik ∈ I (11b)

where (11a) is one of the superlevel sets Θα in (9), which is
a convex inequality when α is a positive real number.

This is a convex feasibility problem since all the inequalities
in (11a) and (11b) are convex. Let L(V∗) denote the optimal
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value of the objective function of optimization problem (10)
with fixed U and Q. By checking the feasibility of problem
(11), we can identify whether L(V∗) is larger or less than
a given value α. If problem (11) is feasible, i.e., L(V∗) ≥
α, in the next iteration the value of α should be increased.
Otherwise, L(V∗) ≤ α, in the next iteration the value of α
should be reduced. The searching procedure will be terminated
when the increment of α is small enough.

The iterative algorithm is summarized in Table I, which
converges to a stationary point of the original problem (4), as
proved in Appendix B.

TABLE I
THE ITERATIVE ALGORITHM

Initialization of V.

repeat
1. Update U with (A.2);
2. Update Q with (A.4);
3. Update V with the bisection algorithm:

given θ ≤ L(V∗), τ ≥ L(V∗), tolerance ε > 0.
repeat
(1). α := (θ + τ)/2;
(2). Solve the convex feasibility problem (11);
(3). if (11) is feasible, θ := α; else τ := α.
until τ − θ ≤ ε

until convergence

(a)

(b)

Fig. 1. The change of (a) convex subset and (b) quasi-concave lower bound
with iterations.

To better understand the proposed iterative algorithm, we
illustrate its procedure in Fig. 1, which shows the change

of the convex subset and the quasi-concave EE lower bound
with iterations. Denote U(1) and Q(1) as the matrices in the
first iteration. By maximizing the lower bound L1(V) within
the subset S1 = {V|fik(V,U

(1)
ik
,Q

(1)
ik

) ≥ rik , ik ∈ I},
point A(V(1),U(1),Q(1)) is obtained. In the next iteration,
updating U and Q, we obtain point B(V(1),U(2),Q(2)) on
the curve of the original non-concave function η(V). Then,
L2(V), the lower bound through point B within the subset
S2 = {V|fik(V,U

(2)
ik
,Q

(2)
ik

) ≥ rik , ik ∈ I} is maximized,
and we obtain point C(V(2),U(2),Q(2)). Since U(2) and
Q(2) are given by (A.2) and (A.4) when V(1) is used, we
have fik(V(1),U

(2)
ik
,Q

(2)
ik

) ≥ fik(V(1),U
(1)
ik
,Q

(1)
ik

) ≥ rik .
Therefore, V(1) must be located in the intersection set between
S1 and S2, and the solution V(2) in S2 provides higher EE than
V(1). Similarly, V(2) must be located in the intersection set
between S2 and S3, and V(3) provides higher EE than V(2).
We can see that the subsets cover more and more regions of the
original set of constraint (4b) and the gap between the lower
bound of the EE and the original objective function diminishes
with iterations. If V(2) is a stationary point of η(V) as shown
in Fig. 1(b), by maximizing the lower bound L3(V) within
the subset S3, the iterative algorithm will converge to the point
D(V(2),U(3),Q(3)).

Remark 2: In [8] a weighted minimum MSE (WMMSE)
algorithm was proposed. Although the idea of constructing
a concave lower bound of data rate expression is similar
to that deriving the WMMSE, the major difference of the
proposed algorithm from the WMMSE lies in the constraints.
In our problem, the QoS constraints are non-convex, hence we
construct a convex subset that varies in every iteration, while
in the WMMSE the power constraints are convex and remain
unchanged with iterations. Besides, our objective function
is EE that is quasi-concave even after transformation, while
in [8] the objective function is SE that is concave after
transformation.

D. Initialization and Feasibility

Because the objective function of problem (4) is non-
concave, there might be several local optima in the feasible
region. This indicates that the solution of the proposed algo-
rithm depends on the initial value. A usual way to increase the
possibility of finding the globally optimal solution is to iterate
from many initial values and then choose the best solution,
which however leads to heavy computational burden.

Besides, the QoS constraint (4b) is not always feasible
due to the interference especially when the QoS targets are
stringent. When every user only has a single antenna, a
necessary condition for the feasibility of QoS constraints was
presented in [25], which however is not applicable for our
network where the users have multiple antennas.

In this paper, we employ an alternative way to initialize the
algorithm. We use a feasible precoder that is EE-optimal in
special case as the initial value. When proving the convergency
of the proposed algorithm, we have shown that if the initial
value of the precoder ensures the feasibility of the QoS
constraints, the algorithm can always yield a feasible solution.
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When each user is equipped with more than one antenna,
IA can achieve higher degrees of freedom (DoF) [26], [27].
By judiciously designing linear beamformer and detector for
each BS and each user in the network, interference can be
thoroughly eliminated by linear IA [26], [28], which provides
high SE in interference-limited environments. The analysis
of linear IA feasibility for MIMO interference channel is an
important issue, which has drawn significant attention recently
[27], [29]–[31]. For the given system setting, i.e., the number
of cells, the number of users in each cell, and the numbers of
antennas at each BS and each user, the maximal number of
data streams can be derived from the necessary and sufficient
conditions for the linear IA feasibility, i.e., the conditions for
interference-free transmission. With the help of the feasibility
analysis in the literature, the following theorem shows that
linear IA is a feasible solution to optimization problem (4).2

Theorem 2: Given the data rate requirement rik of user ik,
problem (4) is feasible if linear IA is employed, where the
maximal number of data streams d∗ik for user ik supported by
IA can be found from the necessary and sufficient conditions
for the IA feasibility [27].

Proof: See Appendix C.

In fact, IA is able to maximize EE when the ICI is strong,
as indicated in the following theorem.

Theorem 3: Linear IA is approximately EE-optimal among
all the linear beamforming matrices when the users are located
at “exact cell-edge”,3 and the data rate requirement of each
user is high.

Proof: See Appendix D.

The two theorems suggest that we can use an energy-
efficient IA precoder as the initial value, which is a linear
IA beamformer combined with the optimal transmit power
maximizing the network EE under the QoS constraints.

The IA beamformer can be obtained from [26] and [28].
From the data rate achieved by linear IA shown in (C.1),
the optimal transmit power can be found from the following
problem

max
Pikj

∑K
k=1

∑Ik
i=1

∑d∗ik
j=1 log2

(
1 +

Pikjλikj

σ2
ik

)
∑K
k=1

∑Ik
i=1

∑d∗ik
j=1 ρPikj +

∑K
k=1MkPc +KPo

(12a)

s.t. log2

(
1 +

Pikjλikj
σ2
ik

)
≥ rik
d∗ik

, ∀j = 1, ..., d∗ik , ∀ik ∈ I

(12b)

where Pikj is the transmit power for the j-th data stream of us-
er ik, and λikj is define in (C.1). For simplicity, different data
streams of each user are set with equal data rate constraints so
that the constraints are linear. This does not affect the solution

2In practice, if the QoS requirements of some users are too strict to be
supported by the coordinated BSs even with the maximal transmit power,
these users can access to different frequency or time resources.

3For the users located at the exact cell-edge, the average gains of the
channels from all coordinated BSs to a user are equal. This is only a
mathematical definition, while such users may rarely appear in practical
systems with more than three coordinative BSs.

to the original problem, since the optimized transmit power
is used to initialize the precoding matrices for the iterative
algorithm.

Since the objective function is pseudo-concave [32], the
optimal transmit power can be found from Karush-Kuhn-
Tucker conditions, which can be expressed as follows,

− 1

P 2
s

(
gikjPs

(1 + gikjPikj) ln 2
− ρRs

)
− µikjgikj = 0 (13a)

2

rik
d∗
ik − 1− Pikjgikj ≤ 0 (13b)

µikj

(
2

rik
d∗
ik − 1− Pikjgikj

)
= 0 (13c)

∀j = 1, ..., d∗ik , ∀ik ∈ I

where
gikj =

λikj
σ2
ik

Ps =

K∑
k=1

Ik∑
i=1

d∗ik∑
j=1

ρPikj +

K∑
k=1

MkPc +KPo

Rs =

K∑
k=1

Ik∑
i=1

d∗ik∑
j=1

log2

(
1 +

Pikjλikj
σ2
ik

)
and µikj , j ∈ {1, . . . , d∗ik}, ik ∈ I are the non-negative
Lagrange multipliers.

When µikj = 0, we have Pikj =
(
Psgikj

ρRs ln 2 − 1
)

1
gikj

from

(13a). When µikj > 0, we have Pikj =

(
2

rik
d∗
ik − 1

)
1

gikj

from (13c). Since Pikj ≥

(
2

rik
d∗
ik − 1

)
1

gikj
from (13b), the

optimal transmit power can be obtained as

P ∗ikj =

(
max

{
2

rik
d∗
ik ,

Psgikj
ρRs ln 2

}
− 1

)
1

gikj
(14)

Then, the energy-efficient IA precoder for user ik is

VIA
ik

= Wik · diag
{√

P ∗ik1, · · · ,
√
P ∗ikd∗ik

}
(15)

where Wik is the Mk × d∗ik linear IA beamforming matrix,
whose explicit and iterative solutions can be found from [26]
and [28], respectively.

Theorem 2 suggests that using Wik is only a sufficient
condition for the feasibility of the QoS constraints, where the
maximal number of data streams is restricted to d∗ik in order
to ensure interference-free transmission. Moreover, Theorem
3 implies that it is EE-optimal only when the interference
is strong. In practice, interference is not always strong. This
suggests that some antennas can be exploited to transmit more
data streams even when these data streams are subject to weak
interference. In other words, the number of data streams dik
transmitted to user ik can exceed d∗ik . To achieve a trade-
off between using the antennas for signal transmission and
interference mitigation, we initialize the precoding matrix with
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dik = min(Mk, Nik) columns vectors, which is the maximal
number of data streams being able to be transmitted without
interference. Then, the Mk × dik initial precoding matrix can
be written as

VIni
ik

=
[
VIA
ik
,V+

ik

]
,∀ik ∈ I (16)

where V+
ik

is an Mk× (dik −d∗ik) matrix tending to be a zero
matrix so that the data rate constraints are still satisfied.

In particular, we set V+
ik

to be ε · W̄ik , where W̄ik is an
Mk × (dik − d∗ik) matrix whose columns are the orthonormal
bases of the null space of Wik , and ε is an infinitesimal
number that tends to 0.

After iterations with the initial value VIni
ik

, Vik will change
adaptively according to the interference strength. If the inter-
ference is strong, the number of data streams with non-trivial
power will still tend to be d∗ik (V+

ik
still tends to be a zero

matrix). Otherwise, the number of data streams with non-trivial
power will correspondingly increase.

IV. SIMULATION RESULTS

In this section, we evaluate the performance of the proposed
energy-efficient coordinated precoder.

The simulation set-up is as follows. We consider a co-
ordinated cluster of three cells, and the cell radius is 500
m. In order to observe the impact of data rate requirement
of each user on the achieved EE in a wide range, in the
simulation each BS serves one user in the same time-frequency
resource, although the proposed algorithm is still applicable
when each BS serves more users. Each user has the same
data rate requirement, i.e., rik = r, ∀ik ∈ I. The numbers of
antennas of each BS and each user are set to be equal, which
are Mk = Nik = 2, ∀ik ∈ I. The path loss follows 3GPP
channel model [33], and the small-scale channel is subject to
Rayleigh fading. We set the noise variance σ2

ik
as -76 dBm,

where the inter-cluster interference is taken into account. The
circuit power consumption for each antenna Pc is set as 17.6
W, the constant power consumption Po for each BS (with only
one sector) is set as 43.3 W, and the power amplifier efficiency
1/ρ = 0.311. These power assumption parameters come from
[34] for a macro BS. All the simulation results are obtained
by averaging over 100 channel realizations.

Unless otherwise specified, this set-up will be used for the
following simulations.

A. Convergence Rate of the Iterative Algorithm

In Fig. 2, we evaluate the convergence of the proposed
iterative algorithm under a single channel realization. To show
the impact of data rate requirements on the convergence rate,
the distance between each BS and its serving user, d, is fixed
to be 300 m. Note that the impact of increasing the distance
is similar to that of requiring higher data rate, because both
result in a higher transmit power. We can see that the algorithm
converges faster with lower data rate requirements.

In the following, all results are obtained after the iterative
algorithm converges.
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Fig. 2. Convergence of the algorithm, d = 300 m.

B. Impact of User Location

We first show the impact of the user location on average EE
achieved by the proposed algorithm (with legend “Max EE”).
For comparison, we provide the average EE of a scheme that
minimizes the overall transmit power under the QoS constraint
(4b) (with legend “Min Power”). To observe the contributions
of the beamformer and transmit power separately, we show
the EE of the energy-efficient IA precoder VIA

ik
in (15) (with

legend “IA”).
To evaluate the performance of different precoders, the max-

imal likelihood detector is employed at each user for different
schemes, therefore we use the corresponding achievable rate
for the precoders in all the following simulations.

Since the globally optimal solution of the original problem
(4) is hard to obtain, we simulate an ideal case with no
interference among the links (with legend “Upper Bound”).
Maximal ratio transmission and maximal ratio combining are
applied at the transceivers, and the transmit power of each data
stream is optimized to maximize the EE with the same QoS
constraints. This can serve as a performance upper bound of
the EE. Note that only in the simulation to show this “Upper
Bound”, the interference is not taken into account.

Fig. 3 shows that the EE of the proposed algorithm is close
to the “Upper Bound” and is much higher than the “Min Pow-
er” precoder, especially for cell-center users where the circuit
power consumption dominates. This is because the proposed
precoder transmits with higher data rate than the required value
r, but the “Min Power” precoder always transmits with r in
order to minimize the transmit power. The IA precoder is
inferior to the proposed precoder because it only optimizes the
transmit power while the proposed precoder jointly optimizes
the beamformer and transmit power. Moreover, the number
of data streams of IA precoder is fixed as d∗ik . By contrast,
the number of data streams of our precoder is adaptive to the
interference strength. When the users are located in cell-edge,
the proposed precoder performs similarly to the “Min Power”
precoder because the transmit power consumption becomes
dominant. In this case the proposed precoder performs closely
to the IA precoder because all the interferences are strong.
This validates Theorem 3 even with data rate requirement of
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Fig. 3. Average EE versus d: (a) r = 1 bps/Hz; (b) r = 5 bps/Hz.

5 bps/Hz, which is not very high.

C. Impact of Data Rate Requirement
In the sequel, we analyze the impact of the QoS requirement

on the average EE of the proposed precoder. Again, we com-
pare with the “Min Power” precoder. In order to understand
where the EE gain of the proposed precoder comes from, we
also show the corresponding sum rate and total transmit power.
The value of r = 0 bps/Hz corresponds to the best effort
traffic.

Fig. 4 shows that the proposed precoder achieves much
higher EE than the “Min Power” precoder in a wide region
of the data rate requirement especially when the user is closer
to its master BS. When the value of r is small, the circuit
power consumption becomes dominant. In this scenario, the
proposed precoder transmits with higher data rate than the
required value of r (see Fig. 5(a)), which yields higher EE, but
the “Min Power” precoder always transmits with the minimal
data rate requirement no matter how far the users are from the
BSs. When the value of r grows, the two precoders achieve
the same EE because the transmit power becomes dominant
so that maximizing the EE is equivalent to minimizing the
transmit power (see Fig. 5(b)).
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Fig. 4. Average EE versus r, d = 300 m or 500 m.

In high throughput cellular networks, SE is another impor-
tant factor in the system design [5], [35]. By comparing Fig. 4
with Fig. 5(a), we can see that the proposed precoder achieves
both higher EE and higher SE (i.e., sum rate) than the “Min
Power” precoder when the required data rate of each user is
low, and in a wide range the EE and the SE supported by the
proposed precoder change little with the required data rate.
The two precoders perform the same in both SE and EE when
the required data rate of each user is high.

D. Impact of Antenna Number

Since increasing the number of antennas will consume more
circuit power but save more transmit power at the same time,
its impact on EE is unclear. Fig. 6 shows the average EE of
the proposed precoder under different numbers of antennas
(with legend “Max EE (Mk, Nik )”). As a comparison, the
performance of the “Min Power” precoder is shown as well.
Considering that the spatial multiplexing gain is limited to
min(Mk, Nik), we also show the configurations of Mk =
Nik = 8, where each user consumes more circuit power that
is not counted into the EE of the downlink network.

As shown in Fig. 6, “Max EE (2,2)” is superior to “Max
EE (8,2)” for cell-center users but is inferior to “Max EE
(8,2)” for cell-edge users. This is because when the users are
located in cell-center where the circuit power consumption
dominates, “Max EE (8,2)” consumes more circuit power.
When the users are in cell-edge where the transmit power
consumption dominates, though “Max EE (8,2)” increases
the circuit power, it saves transmit power yielding a higher
EE. The “Max EE (8,8)” system always performs the best,
because when the circuit power consumption dominates it can
transmit with higher data rate and when the transmit power
consumption is dominant it can save the transmit power.

By contrast, the “Min Power” precoder behaves quite d-
ifferently. When the circuit power consumption dominates,
“Min Power (2,2)” is the best because the increased number of
antennas only increases the circuit power but does not provide
higher data rate. When the transmit power consumption is
dominant, the two precoders perform similarly.
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Fig. 5. (a) Sum rate and (b) total transmit power, d = 300 m or 500 m.
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V. CONCLUSION

We studied energy-efficient precoder that maximizes the
EE of multi-cell multi-antenna networks with coordinated
beamforming under the minimal data rate constraint imposed
by each user, which reflects the QoS provision for best effort,
and real and non-real time services. To find a solution of the
non-convex optimization problem, we constructed a convex
subset of the original constraint set and a quasi-concave lower
bound of the EE. An iterative algorithm was proposed to
maximize the lower bound of the EE within the convex subset,
which was proved to converge to at least a local optimal
solution of the original problem, and the initial value of the
algorithm was carefully designed. Simulation results showed
that the proposed precoder performs closely to an upper bound
derived from interference-free assumption, and achieves much
higher EE than the precoder that minimizes the transmit power
and the energy-efficient IA precoder when the circuit power
consumption is dominant.

APPENDIX A
PROOF OF THEOREM 1

First, we show that fik(V,Uik ,Qik) is concave over
V,Uik ,Qik , respectively. By substituting (6) into (5), we have

ln 2 · fik(V,Uik ,Qik)

= ln det(Qik) + dik − Tr(σ2
ik
QikU

H
ik
Uik)

− Tr(Qik(Idik −UH
ik
HikkVik)(Idik −UH

ik
HikkVik)H)

−
∑

(l,j)6=(i,k)

Tr(QikU
H
ik
HikjVljV

H
lj H

H
ikj

Uik) (A.1)

From the last two terms in (A.1), which are traces of
quadratic terms of V, we can see that fik(V,Uik ,Qik) is
concave quadratic over V when Uik and Qik are fixed.
Similarly, with fixed V and Qik , it is concave quadrat-
ic over Uik . With fixed V and Uik , the MSE covari-
ance matrix Eik is fixed, and fik(V,Uik ,Qik) = log2 e ·
(ln det(Qik)− Tr(QikEik) + dik) is concave over Qik due to
the concavity of ln det(Qik) and the linearity of Tr(QikEik).

Then, we prove that fik(V,Uik ,Qik) is a lower bound of
Rik by showing that Rik is the maximum of fik(V,Uik ,Qik).

Given the precoding matrices V, the trace of Eik is mini-
mized with an MMSE detector

U∗ik =

 K∑
j=1

Il∑
l=1

HikjVljV
H
lj H

H
ikj

+ σ2
ik
INik

−1

HikkVik

(A.2)
By substituting U∗ik into (5), we obtain

fik(V,U∗ik ,Qik) = log2 e · (ln det(Qik)−Tr(QikE
∗
ik

)+dik)
(A.3)

where E∗ik is the MSE covariance matrix when U∗ik is used.
By taking the gradient of fik(V,U∗ik ,Qik) over Qik and

setting the gradient as 0, we obtain the optimal auxiliary
matrix that maximizes the function in (A.3), which is

Q∗ik = (E∗ik)
−1 (A.4)
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With U∗ik and Q∗ik , the maximum of the function in (5) is
achieved, which is

fik(V,U∗ik ,Q
∗
ik

) = log2 det
(

(E∗ik)
−1
)

(A.5)

where U∗ik and Q∗ik are functions of V as shown in (A.2)
and (A.4). Though when Uik and Qik are fixed matrices, we
have proved that fik(V,Uik ,Qik) is concave over V, when
U∗ik and Q∗ik are functions of V, fik(V,U∗ik ,Q

∗
ik

) is not
guaranteed to be concave over V.

According to the relation between the MSE and the achiev-
able rate [8], the expression in (A.5) is equal to the data
rate in (2). This suggests that Rik is the maximum value of
fik(V,Uik ,Qik). In other words, fik(V,Uik ,Qik) is a lower
bound of the data rate Rik .

APPENDIX B
PROOF OF CONVERGENCE

Define the objective function at iteration n = 1, 2, ... as

L(V(n),U(n),Q(n))

=

∑K
k=1

∑Ik
i=1 fik(V(n),U

(n)
ik
,Q

(n)
ik

)∑K
k=1

∑Ik
i=1 ρTr(V

(n)
ik

V
(n)H
ik

) +
∑K
k=1MkPc +KPo

(B.1)

Updating U(n) with the MMSE detector in
(A.2), we obtain L(V(n−1),U(n),Q(n−1)) ≥
L(V(n−1),U(n−1),Q(n−1)), and updating Q(n) with
the optimal auxiliary matrix in (A.4), we obtain
L(V(n−1),U(n),Q(n)) ≥ L(V(n−1),U(n),Q(n−1)).
Updating V(n) using the bisection algorithm in Table I,
we obtain L(V(n),U(n),Q(n)) ≥ L(V(n−1),U(n),Q(n))

with the constraints fik(V(n),U
(n)
ik
,Q

(n)
ik

) ≥ rik ,∀ik ∈ I.
That is to say, L(V(n),U(n),Q(n)) monotonically increases
with n and the constraints of problem (10) are always
satisfied. Since the EE is bounded, according to the monotone
bounded theorem, L(V(n),U(n),Q(n)) will converge after a
number of iterations. By setting the initial value of precoder
as VIni

ik
in (16), we can ensure that in all iterations of

the algorithm we can obtain a solution satisfying the QoS
constraints.

Since the block coordinate descent method [24] is applied
to solve problem (10), the iterative algorithm can converge to
the stationary point of problem (10) [36]. In the sequel, we
show that if (V∗,U∗,Q∗) is the stationary point of problem
(10), V∗ will be a stationary point of problem (4).

If (V∗,U∗,Q∗) is a stationary point of problem (10), it
should satisfy the following stationarity condition

Tr(∇VL(V∗,U∗,Q∗)H(V −V∗)) ≤ 0 (B.2)

Denote the (p, q)th element of Vlj as vljpq . From (8) and (3),

we have
∂L(V∗,U∗,Q∗)

∂vljpq

=
1

P (V∗)

K∑
k=1

Ik∑
i=1

∂fik(V∗,U∗ik ,Q
∗
ik

)

∂vljpq

− 1

P (V∗)2

∂P (V∗)

∂vljpq

K∑
k=1

Ik∑
i=1

fik(V∗,U∗ik ,Q
∗
ik

)

=
1

P (V∗)

K∑
k=1

Ik∑
i=1

∂Rik(V∗)

∂vljpq

− 1

P (V∗)2

∂P (V∗)

∂vljpq

K∑
k=1

Ik∑
i=1

Rik(V∗)

=
∂η(V∗)

∂vljpq

(B.3)

where P (V∗) is the dominator of (8) with precoder V∗, the
first and the last equalities are from the chain rule and the
second equality comes from (A.5).

Further considering (B.2), we know that

Tr(∇Vη(V∗)H(V −V∗)) ≤ 0

which means that V∗ is a stationary point of the original
problem (4).

APPENDIX C
PROOF OF THEOREM 2

According to the IA feasibility analysis [27], each user can
receive at most d∗ik interference-free data streams with linear
IA, where d∗ik can be found from the necessary and sufficient
conditions for the IA feasibility (Theorem 2 in [27]).

The achievable data rate of user ik with linear IA can be
expressed as

RIA
ik

= log2 det(Id∗ik
+

1

σ2
ik

DH
ik
HikkVikV

H
ik
HH
ikk

Dik)

=

d∗ik∑
j=1

log2(1 +
Pikjλikj
σ2
ik

)

(C.1)

where Vik = Wik · diag
{√

Pik1, · · · ,
√
Pikd∗ik

}
includes

the beamforming and transmit power, Wik is the beam-
forming matrix and Dik is the detection matrix for user ik
corresponding to linear IA, whose explicit expressions and
iterative solutions can be respectively found from [26] and
[28], Pikj is the transmit power of the j-th data stream
of user ik, and λikj is the j-th eigenvalue of the matrix
DH
ik
HikkWikW

H
ik
HH
ikk

Dik .
It is shown from (C.1) that RIA

ik
only depends on the user

ik’s own precoder Vik . This suggests that without transmit
power constraints, {Vik |RIA

ik
≥ rik}ik∈I is always a feasible

set. Since the data rate expression Rik in (4) is achieved by an
optimal non-linear detector, maximal likelihood detector [22],
we have

Rik ≥ RIA
ik
≥ rik , ∀ik ∈ I (C.2)

Thus, the optimization problem in (4) is feasible.
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APPENDIX D
PROOF OF THEOREM 3

When the average channel gains of all the links between the
coordinated BSs and each user are equal, linear IA can achieve
the maximal DoF of the network. Then, the achievable rate of
user ik with linear IA can be expressed as [26]

Rik = d∗ik log2(Pt) + o(log2(Pt))

where d∗ik is the maximal achievable DoF of user ik and Pt
is the total transmit power of the coordinated BSs.

When the data rate requirement of each user rik is high,
the required transmit power Pt will be high as well. In
this case, the term o(log2(Pt)) becomes negligible compared
to log2(Pt), and the minimal transmit power required to
satisfy the minimal data rate requirement of the user can be
approximated as

Pt ≈ 2

rik
d∗
ik

Since d∗ik is the maximal DoF of each user, the linear IA
can achieve the minimal total transmit power among all linear
transceivers given the value of rik .

In this case, the EE can be approximated as

d∗Σ log2(Pt)

ρPt +
∑K
k=1MkPc +KPo

which is maximal because Pt is minimal when the data rate
requirement is a given value, where d∗Σ is the total DoF of the
network.

That is to say, linear IA precoder is approximately EE-
optimal among the linear transceivers when users are located
in cell-edge and the data rate requirement of each user is high.
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