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The Value of Channel Prediction in
CoMP Systems with Large Backhaul Latency

Liyan Su, Chenyang Yang, and Shengqian Han

Abstract—The potential of coordinated multi-point (CoMP)
transmission in providing high spectral efficiency for cellular
systems largely depends on the channel quality at the cooperated
base stations. In this paper, we investigate whether channel
prediction is useful for downlink CoMP systems with backhaul
latency in time-varying channels, where both the centralized
and decentralized CoMP joint processing (CoMP-JP) as well as
the CoMP coordinated beamforming (CoMP-CB) are considered.
Toward this goal, we resort to large system analysis with large
number of transmit antennas to derive closed form expressions of
the average per-user rate of the CoMP systems, when predicted
or estimated channels are employed for downlink precoding.
By comparing with Non-CoMP systems, we find that channel
prediction provides much higher performance gain over channel
estimation for CoMP systems, depending on the strategy of the
cooperation and the user location. As a result, CoMP systems
can perform fairly well for mobile users even under the large
backhaul latency, if channel prediction will be used instead of
channel estimation. Simulation results are provided to validate
our analysis.

Index Terms—Coordinated multi-point transmission, channel
prediction, backhaul latency.

I. INTRODUCTION

NTER-CELL interference (ICI) is a major bottleneck to

improve spectral efficiency of cellular networks, especially
when multi-input multi-output (MIMO) techniques are ap-
plied. Recently, coordinated multi-point (CoMP) transmission
in the context of 3GPP long term evolution (LTE) [1], also
known as network MIMO in literature [2], has attracted much
attention [3].

Depending on the type of information shared among the
coordinated base stations (BSs), CoMP systems can be roughly
divided into CoMP joint processing (CoMP-JP) and CoMP
coordinated beamforming (CoMP-CB). When both data and
channel state information (CSI) are shared among the BSs,
CoMP-JP! can exploit the abundant spatial resources provided
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'In Release 11 of 3GPP-LTE [1], COMP-JP is further divided into CoMP
joint transmission (CoMP-JT) and dynamic point selection/dynamic point
blanking (DPS/DPB). Only one BS transmits data to each user with DPS/DPB.
Using CoMP-JT, multiple BSs transmit to a user with coherent cooperation,
which is exactly the CoMP-JP referred in this paper or network MIMO in
[2].

by multiple BSs with joint multi-user MIMO (MU-MIMO)
precoding [2], where the ICI is converted into useful signals.
When only the CSI of mobile stations (MSs) are shared,
CoMP-CB avoids ICI with individual MU-MIMO precoding
at each BS [4]. The potential of both cooperative strategies
largely relies on the channel quality obtained at the BSs.

A typical centralized CoMP system consists of a central unit
(CU) that is connected with multiple BSs via backhaul links.
Under such a framework, the CSI is first obtained by each
BS either by uplink training in time division duplex (TDD)
systems [5] or by feedback in frequency division duplex
(FDD) systems [6]. Then the CU collects the CSI from all
coordinated BSs through backhaul links. With all the CSI,
the centralized cooperative systems enable either CoMP-JP
or CoMP-CB transmission depending on whether or not the
data intended to all active MSs are available at the CU. When
the backhaul links are with low latency and high capacity,
CoMP-JP outperforms CoMP-CB, and both are superior to
Non-CoMP systems. CoMP system can also operate in a
decentralized manner, where each BS serves as a CU and
the BSs are connected via backhaul. Again, the CSI is first
obtained at each BS and then shared among the BSs.

In currently deployed cellular systems and emerging wire-
less standards, the backhaul links are with limited capacity.
Moreover, they are with large latency, called X2 interface
latency in 3GPP-LTE, which may reach 10 ms or more
[7,8]. Such a large latency will cause severely outdated CSI,
which leads to performance deterioration even though the MSs
served by CoMP are expected to move in a low speed [1,8].
Despite that upgrading the backhaul links in existing networks
has no technical challenges, this however will increase the
infrastructure costs considerably.

In time-varying wireless channels, channel prediction is a
popular approach to provide up-to-date channel information,
which has been well explored for traditional single cell
systems [9-11]. Considering that the small scale channels
between multiple BSs and each MS are uncorrelated, existing
channel prediction methods can be extended to CoMP systems
in a straightforward manner. However, this does not mean
that the performance gain of a CoMP system from channel
prediction will be the same as that of a Non-CoMP system.
On one hand, the performance of channel prediction and its
impact on the performance of a system depend on the channel
statistics [5]. Because the BSs are not co-located, the channel
of CoMP-JP is different from single cell systems. Specifically,
the average channel gains from different BSs to each MS
differ, and the statistics of the CoMP channel are different
from single cell systems, which depends on the location of
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the MS. On the other hand, there are two factors that cause
the outdated CSI in CoMP systems: the delay between uplink
training and downlink transmission and the backhaul latency.
The first factor is the same as in single cell systems, whose
impact only depends on the relationship of the delay and
the coherence time of the channel, which is well-understood
[9,12]. The second factor is unique in CoMP systems, whose
impact remains unclear. Considering both factors, the overall
delay in CSI for CoMP precoders may exceed the coherence
time. At the first sight, one may concern from intuition that
channel prediction will be no longer useful for CoMP under
time-varying channels.

In this paper, we will show that with channel prediction
downlink CoMP systems can perform surprisingly well for
mobile users even under the large backhaul latency. To this
end, we first derive closed form expressions of the average
per-user data rate of CoMP-JP (both centralized and decentral-
ized), CoMP-CB and Non-CoMP systems with large system
analysis, where the number of transmit antennas approaches
infinity. Large system analysis has been widely used to analyze
the performance of single and multi-cell systems, see [13-15]
and references therein. In [13, 14], the performance of CoMP
system was analyzed where channel estimation errors are taken
into account for large numbers of transmit antennas and users.
The major difference of this work with [13, 14] comes from
the goal of the analysis. Since we aim at demonstrating the
gain from channel prediction for CoMP with large backhaul
latency, we derive the explicit expressions of average rate of
typical CoMP strategies with outdated CSI for large number of
antennas. Next, we analyze the rate gain of channel prediction
over channel estimation of the CoMP and Non-CoMP systems.
From the analytical results we can find that CoMP systems
can benefit more from channel prediction than Non-CoMP
systems. This is just because the outdated CSI is more
detrimental to the CoMP transmission.

The rest of the paper is organized as follows. In Section
II, we present the system model. In Section III, we analyze
the performance gain of using channel prediction by deriving
the average per-user rate of downlink CoMP-JP, CoMP-CB
and Non-CoMP systems. Simulation and numerical results are
provided in Section IV, followed by conclusions in Section V.

II. SYSTEM MODEL

Consider downlink CoMP systems, where B BSs each
equipped with NN, antennas cooperatively serve M single-
antenna MSs. For centralized CoMP, a CU is connected to the
coordinated BSs via backhaul links. For decentralized CoMP,
there is no CU and the BSs are connected by the backhaul.
Denote the backhaul latency and the delay between the uplink
channel estimate at each BS and downlink transmission as 7'
and 7, respectively.

We consider both centralized and decentralized CoMP-JP
systems, where the BSs serve the MSs with joint precoding.
We consider centralized CoMP-CB, where the CU selects
multiple MSs for each BS and each BS serves the MSs with
individual precoding.

We investigate the impact of the outdated CSI caused by
both 7" and 7 on CoMP precoding. We take TDD systems as an
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example, and the conclusion is also valid for FDD systems. To
facilitate downlink transmission, each MS in the cooperating
cluster first sends training signals to all BSs in the uplink
frame. Then each BS estimates the downlink channels from
itself to all MSs exploiting channel reciprocity.

A. Uplink Training

Denote g,,(t) = /@mphms(t) as the channel vector
between BS, and MS,,,, where o, is the large scale fading
gain including path loss and shadowing, h,,;(t) € CNex!
is the time-varying small scale fading channel vector whose
entries are assumed independent and identically distributed
(i.i.d.) with unit variance. When the received signal strength at
MS,,, from BS;, is stronger than those from other BSs, g,,,5(t)
is called local channel of MS,,,. Otherwise, g,,,(t) is called
cross channel of MS,,,, whose master BS is not BS,.

To show the potential of using channel prediction to deal
with the outdated CSI in CoMP systems, we consider optimal
linear channel predictor, Wiener predictor [16]. Therefore,
we assume that a priori information of the channel statistics
including temporal correlation function and uplink signal-to-
noise-ratio (SNR) is known, as is commonly assumed for
channel prediction, e.g., as in [9—11]. In practice, the downlink
channels can be predicted at each BS in TDD systems and at
each MS (or each BS) in FDD systems, after the channel
statistics are obtained from multiple received signals.> An
example of the channel prediction method can be found in
[11].

In order to show the gain from channel prediction, we
compare the results with those using optimal linear channel
estimator under the same criterion. To assist optimal channel
prediction or channel estimation, the uplink training signals
from multiple MSs are assumed orthogonal. Since the channels
between different BSs and MSs are uncorrelated, we only need
to consider the channel acquisition for a single link, g,,5(t).

When each BS employs the received training symbols (i.e.,
the delayed measurements) to estimate the uplink channel
(where only the measurement noises can be reduced) and then
simply regards it as the downlink channel, we refer to the
method of CSI acquisition as channel estimation.

When each BS employs the same received training symbols
to extrapolate the downlink channel by exploiting the temporal
correlation of the channel [9,11], both the measurement noises
and the delay for the CSI can be reduced. We refer to this
method of CSI acquisition as channel prediction.

With minimum mean square error (MMSE) channel esti-
mator, the estimation error vector follows complex Gaussian
distribution with covariance ¥ - I, where ¥ is the mean
square error (MSE) of the estimate. Intuitively, the MSEs of
the estimated cross channel vectors should exceed that of the
estimated local channel vector. However, this is true only for
small scale fading channel vectors h,,;(¢) [5]. To be consistent
with the understanding for channel estimation obtained from

2The channel is predictable with known channel statistics when the channel
is a stationary random process (at least in the duration of channel prediction)
and the prediction horizon is less than the coherence time of the channel.
This happens when the users move in a low varying scattering environment
with lower speed with respect to the duration of a uplink training frame and
downlink transmission frame.



SU et al.: THE VALUE OF CHANNEL PREDICTION IN COMP SYSTEMS WITH LARGE BACKHAUL LATENCY

single cell systems, we use normalized mean square error
(NMSE) to measure the estimation performance for g,,,(t),
which is sff = agf /Qtmp. Similarly, the performance of the
MMSE channel predictor for g,,,(¢) is measured by

S0P = e s, (1

Emb =

where &P is the MSE of the predicted channel vector.?

Although channel estimation and channel prediction have
the same expression of MSE, their performance differs, de-
pending on the channel variation. If the channels are static,
channel prediction and channel estimation will provide same
quality for CSI [16]. For time-varying channels, however,
channel prediction will provide the CSI with less errors when
the temporal correlation of the channel can be exploited [12],
because channel estimation does not employ this channel
statistic.

B. Downlink transmission

1) CoMP-JP: We consider zero forcing (ZF) precoding at
the CU, which is of low complexity. ZF precoding consists
of ZF beamforming (ZFBF) and power allocation. Under sum
power constraints, it has been proved that a channel pseudo-
inverse based ZFBF together with an optimal power allocation
that maximizes the sum rate of multiple users is the optimal
ZF precoding [19]. Under per-BS power constraint (PBPC)
in CoMP-JP systems [2], such a ZFBF in conjunction with
the optimal power allocation that maximizes the sum rate has
minor performance loss from the optimal ZF precoding when
there are many users in each cell [20]. Therefore, we consider
the pseudo-inverse based ZFBF.

o Precoder for Centralized CoMP-JP

For centralized CoMP-JP, all coordinated BSs forward the
estimated/predicted channels to the CU via backhaul links. The
CU constructs the estimated/predicted global channel vector
of MS,, as &, = [8X, - g ;] .* The estimated/predicted
global channel vectors of all the MSs can be expressed as
Gyp = [81---&um|". Then, the CU selects multiple MSs
and computes the precoders for the MSs, and forwards the
precoding vectors to all BSs for downlink transmission. It is
not hard to see that a delay of 2747 will exist in the precoders
at the BSs with respect to the realistic channels in downlink
transmission if channel estimation is used, as shown in Fig. 1
(a). The joint ZF precoder for MS,,, in centralized CoMP-JP

systems is R
JP _ V p;]nPQc,mgm
Wem = A 2)
||Qc,mgmH
where Q. = I — GH (GumGH ) 1Gopy Gon =
c,m c,m ¢;mem c,ms c,m

&1 &m—1&m+1- " gM]H, ie., Qcm is the null space

3Except for the additive errors we considered, there also exist multiplicative
errors in the acquired CSI, which for example come from the randomness
of analog circuitry, imperfect channel reciprocity in TDD [17] or phase
ambiguity in FDD CoMP-JP systems [18]. These multiplicative errors are
more detrimental to the performance of CoMP-JP than the additive errors,
and are not predictable. Fortunately, the adverse impact of these multiplicative
errors can be significantly reduced by a stable analog circuitry design, antenna
calibration or phase ambiguity feedback [17, 18], which are important for
channel prediction to be useful.

4For notational simplicity, we omit the time variable of the time-varying
channels in the sequel.
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Fig. 1: An example of CoMP systems, where the channel estimation
method is applied. The backhaul links are with latency 7', and the
delay between the estimated channel at each BS and the realistic
channel during downlink transmission is 7.
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spanned by the global channel vectors of all the MSs except
MS,,., and p,JnP is the power allocated to MS,,,

o Precoder for Decentralized CoMP-JP

For decentralized CoMP-JP, each BS forwards its esti-
mated/predicted channels to other BSs via backhaul links.
With the estimated/predicted channels and the forwarded chan-
nels from other BS, each BS constructs the global channel ma-
trix G p, selects multiple users, and computes the precoding
for downlink transmission. A delay of 7 exists between the
estimated channels and the realistic channels during downlink
transmission, and a latency of 17" + 7 exists between the
forwarded channels and the realistic channels, as shown in
Fig. 1 (b).

For BSy;, its constructed global channel vector for MS,,

is g2 = [g0F -~gfj§>§]H, and its constructed global

channel matrix for all the MSs can be expressed as G(JbI)D =

[ggb) e g§5>]H . Note that a part of the global channel vectors
gﬁ?mggl;b is obtained at BS, by channel estimation or
prediction without backhaul latency, and the rest of channel
vectors ggj) ggwj, j # b are forwarded from other BSs
with latency T'. As a result, multiple BSs will use different
channel matrices ngl)j, b=1,---,B to compute their joint
precoders. With these global channel matrices, each BS, say
BS;, can simply compute the overall ZF precoding matnx at
the B BSs for the M MSs as the pseudo-inverse of Gt JP
Denote wﬁg), e ,wg\?j as the sub-vectors computed at BS,;
that will be used at BS; for the transmission to the M
MSs, j=1,--- ,B,j # b Owing to the backhaul latency,
(b) PFW a; when b # a. That is to say, the joint precoders
from different BSs to each MS are not the same, which comes
from the different “view” on the channels at different BSs.
In fact, each BS only needs to compute its own sub-vectors
for the M MSs, since other sub-vectors in the joint precoding
vectors will be used at other BSs for transmission. Then, the
joint precoding vector for MS,,, is an aggregation of multiple
sub-vectors computed at the B coordinated BSs, which is

Wiim = [W

e B 3
Such a precoder will lead to multi-user interference (MUI),
and the performance will be degraded even when the backhaul
latency is not large.

To deal with this problem, we consider that each BS,
say BS;, only employs the channels from the M MSs to
itself to compute the ZF precoder, instead of using ijbl)g.
This is equivalent to the scenario where the backhaul latency
approaches infinity. Then, the sub-vector of BS; in the joint
precoder for MS,,, can be derived as follows

()
wfgz,:—Q’” : “)
”meg H
where me = I - ng(GmbeLb)*Gmb, Gmb =

816 &m—168mi10- - &), and ply) is the transmit
power allocated from BS; to MS,,
In this way, the decentralized joint ZF precoder only uses

the locally estimated/predicted channel vectors, where the
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estimated channels have a delay of 7 with respect to the
realistic channels in the downlink transmission.

o Received Signal
With the joint ZF precoder the received signal of MS,,, is

Torm + > ghw! Pz + 2, (5)
J#Fm

where the second term is the MUI from the co-scheduled users

for MS,,, caused by the imperfect CSI, and z,, is additive

white Gaussian noise (AWGN) with zero mean and variance

o2. For centralized CoOMP-JP, wJ P wJ P For decentralized

CoMP-JP, WJP = wjfn with w(b) defined in (4).

2) CoMP- CB In CoMP-CB systems the CU selects mul-
tiple MSs based on the collected channels from all the BSs.
Then, each BS computes the ZF precoder with the channels
from itself to all the active MSs to avoid the ICI. The
individual ZF precoder for MS,, at its serving BS, BS,
is given by

Ym gm

m 2

on _ VPSP Qb &mb,
wOB = VPm ! . ©6)
1Qumb,, &mo.,.
The received signal at MS,,, is

Ym = ggbngme + Z gfr{bj chij + Zm, N
j#m
where BS,, ; is the serving BS of MS;, and the second term is
the MUI for MS,,, caused by the imperfect CSI.

Comparing (6) with (4), we can see that WSLB is almost the
same as wnlg) except for the allocated power, which however
differentiates CoMP-CB from the decentralized CoMP-JP. In
CoMP-CB, the data of the MSs are not shared among BSs,
each BS only serves its local MSs, and generates nulls (i.e.,
transmits with zero powers) to the MSs in other cells. In
decentralized CoMP-JP, by contrast, the data of all the MSs
are shared among BSs but the CSI is actually unnecessary
for sharing, and each BS serves all the MSs with the joint
precoder shown in (3) with sub-vectors in (4).

3) Non-CoMP: In Non-CoMP systems, each BS serves the
MSs in its own cell based on the local channels of these MSs.
To avoid the MUI for the MSs in the same cell, each BS
employs ZF precoding independently. The ZF precoder for
MS,, at its serving BS, BS,

m 2

WNC \/pm

m
|| m gmbm H

gmbm (8)

3

where QN¢ = I — GNC(GNCGNC) 'Gyo, Gye =

(&5, 8s.0)H, Si €8p,,,i =15, ie, QNC is the null

space of the channels from BS; to all the MSs in Sp,,, and

Sy, 1s the set of the users located in cell b, except MS,,.
The received signal at MS,,, is

NC E H NC
m ITm + gmbmwj ZLj

JESbr,
S

NC
kb, hAm

H
Ym = Bmb, W

Smb Wi C Tk + Zm, €))

where in the right hand side the second term is the MUI for
MS,,,, and the third term is the ICI generated by BS;, when
it transmits to MSy, k ¢ Sp,,, and k # m.
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III. DOWNLINK TRANSMISSION PERFORMANCE ANALYSIS

In this section, we derive the average per-user data rates of
CoMP-JP, CoMP-CB and Non-CoMP systems, respectively.
From which we can show the different rate gain of channel
prediction over channel estimation for CoMP and Non-CoMP.

A. Average Per-user Rate of CoMP-JP Systems

From the receive signal model in (5), the average rate of
MS,,, achieved by the joint ZF precoding of CoMP-JP is
gt wiP|?

o? + Z j#m |gm

In order to find an explicit expressions of the average
per-user rate with respect to the NMSE of the channel pre-
diction/estimation, we resort to large system analysis where
the number of transmit antennas at each BS approaches
infinity. We begin with deriving the power of the signal and
interference.

o Signal/MUI Power of Centralized CoMP-JP
For the centralized CoMP-JP systems, the powers of the
desired signal and MUI are shown as follows.

RIP = E{log,(1 + (10)

5]P|2)}'

Prop. 1: When N; — oo, the random variable
lgfw/D |?/Ny  converges to a deterministic variable,
ie.,

g w JP|2 I
lim amp(1 —¢& 11
Ny 00 Z mb mb ( )

Proof: See Appendix A.

It indicates that the signal power increases linearly with the
number of antennas.

Prop. 2: When N; — oo, the power of the interference
caused by MS; to MS,,, |gw/? |2, has exponential dis-

tribution with parameter 1/\;/ ﬁw’ ‘whose probability density
function (PDF) is
1
s (#) = S5 exp(—57p), 2 2 0, (12)
c,mj c,mj
where
Mo =pi" Z CmbEmb B (13)

b=1

is the average MUI power induced by MS; to the desired user,

MS,,,, and -
5= g (11
2= (1= &)
depends on the location of MS;. Moreover, the MUI respec-
tively caused by MS; and MSy, glw/Z and gllw c‘”,j, are
mutually independent.

Proof: See Appendix B.

c,J

o Signal/MUI Power of Decentralized CoMP-JP

For the decentralized CoMP-JP systems, we can also prove
two propositions.

Prop. 3: When N; — oo, the random variable
|ggwjfn| /N; converges to a deterministic variable,
ie.,

H JP

Nt—>oo

Z \/pm Oémb 1 - 5(%)) )

5)
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where a’fﬁl is the NMSE of g,,; at BS;.

Proof: See Appendix C.

Prop. 4: When N; — oo, the power of the interference
caused by MS; to MS,,, |gH 25 |7, has exponential distri-

bution with parameter 1/ /\d > whose PDF is (12) and

Zp O‘mba

d ,mj (16)

Proof: See Appendix D.

From (15) and (16), we can see that the signal and MUI
powers in the decentralized CoMP-JP system depend on the
allocated powers from multiple BSs to each MS, psg),b =
1,---, M. In the following, we show that the decentralized
CoMP-JP will achieve the same performance as the centralized
CoMP-JP if the power allocation is optimized as follows with
the same total transmit power to each MS.

Consider a “selfish” power allocation problem that max-
imizes the signal power of MS,, under the total power
constraint for the MS without considering the interference to
the other MSs, which is

B
(b) =(b)\}2
ma (Vo Vam(1=2))
me =l

From Cauchy-Schwarz inequality, the optimal solution of the
problem is’

(17a)

(17b)

o =

(b) )

(1 —E0). (18)

pal
_ _
S (100

Substituting (18) into (15) and (16), we obtain

HWJP 2
Ny—o0 Nt
B JP . 1-z®
= (| DUt e
— . (1 -9
b=1 Z 1 my( mj

= § :a b mb

and
P
Ad ,mj p] E ambgmbﬂjba
b=1

=(b)

d ijb(l 5 )
where = —_—
b Zz 1o (- 5”))

Now the signal and MUi powers in the decentralized CoMP-
JP system have the same expressions as the centralized system.
This is valid when the number of antennas goes to infinity, the
number of MSs is fixed, and the optimal power allocation in
(18) is applied. Consequently, we do not distinguish the cen-
tralized and decentralized CoMP-JP in the following analysis.

5It is worth to note that such an optimal power allocation is hard to be
implemented in practice, because each BS, say BS;, has to know the NMSE
of the estimated/predicted channels in other BSs, 5( ) The reason to present
the optimal power allocation is to help understand the decentralized CoMP-JP,
and to unify the analysis for centralized and decentralized CoMP-JP systems.
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o Asymptotic Average Per-user Rate of CoMP-JP

We can see that the signal power grows linearly with the
number of antennas, but the interference power is not. It
implies that when N; — oo, the signal to interference plus
noise ratio (SINR) of MS,,, is much higher than 1, and the
term “1” inside the log function in (10) can be ignored. Then
the asymptotic average achievable data rate of MS,,, served
by CoMP-JP can be obtained as follows

RIPA & lim RJP
m Ni—o0
igHwiP?
= lim E{log,( )}
Ni—ro0 ? 02 + E];ém |ng3]P|2
= Jim Elogy(gmwi "}

— 5 E{1 2 H_ JP |2
N,}Ln {OgQ 0"+ ;éz |g’n’le | )}
Ve

= Gm E{log, (g w [*}

SJP :contributed by signal

— E{log,(c? + Z

J#m

1] P :contributed by MUI and noise

i)} 19)

where &;,7 # m are ii.d. random vector of exponential
distribution with parameter 1, and the equality (a) is because

lgiw/P[? and \JL¢; have the same distribution.
The term I7F in (19) is an increasing function
JP
of Agf . because its first order derivative Sl =

JP
axJP

. &
].lmNt%OO ]E{ In 2(0‘2-‘1-2]';,”1 )\T{ﬂ}jfj) } > 0.

According to the resultin [21], we can obtain the cumulative
distribution function (CDF) of =, A7l¢; as

—I—Z"y exp(—

J#m

where ’T} - 1/(Hl;ﬁ] m(l /\ml //\mj)) Because F( ) 0
we have 3., ;" = 1. With this CDF, the second term of
(19) can be derlved as

x>0,  (20)

NP
/\mj

P = Jim _E{logs (o 2+ lenw T}
J#Fm

= /Ooo log, (0 + z)dF (z)

=logy(c? + x)(F(z) — 1)

=log, 0 +Z"y /

k;ﬁm

> © Fx)—-1
R,

o o In2(o2+2x)

exp(~ 37

In2(c2 + x) v

2

2

. g

1 2 E Fy eXp )\JP)EZ(_)\JP)? (21)
k#m mk

=log, 0?

where the last equality is obtained by using the for-

mula [© %ﬁ’;w)dw = —exp(Bu)Ei(—Pu), Ei(z) =

I exp(t) dt is the exponential integral function, and Ei(z) <
0 when z < 0.
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With Prop. 1 and (21), the asymptotic average per-user rate
of the CoMP-JP system shown in (19) becomes
B
R4 = logy (Nipy” Z b (1 — Emp))
b=1

SJ P :contributed by signal
2 2 9
1n2 Z 'Vk eXp()\JP JEi(— )\JP) logy 0% (22)
k#m

I.J P :contributed by MUI and noise

As will be shown in simulations later, the value of R;/[’4 is
close to the value of R/F even with finite ;.

o Impact of the Imperfect CSI

In (22), S;/F depends on the average received signal power
and the NMSE of the predicted/estimated global channel of
MS,,,. The imperfect CSI leads to a rate loss from reducing
the received signal power. I/ < 0 is the rate loss led by
the MUI and the noise, which is a complicate function of
the interference power caused by the co-scheduled MSs, A/E.
Because I;/F is an increasing function of each value of )\mj,
we analyze the parameter \;)/ in the following.

From /\;JnI; in (13) we know that it depends on both a,,;
and (33, i.e., the MUI of MS,,, depends on its own location as
well as those of its co-scheduled MSs. In the sequel, we briefly
analyze the impact of the location of MSs on the performance
of MS,,,

1) Location of the desired MS: When MS,,, moves from
cell edge to its master BS, BSj, , the large scale fading gain
of its local channel a,p, will increase, while those of its
cross channels b, b # by, will decrease. Since oy, >
Qmp, b # by, when MS,,, is in cell center, we can see from
(22) that the values of S/F and I’F" will be dominated by the
NMSE of the local channel prediction/estimation The NMSE

of channel prediction &,,, = ESLI; and the NMSE of channel
estimation &,,p,, = ch In other words, given the location

of the co-scheduled MSs, the reduction of NMSE of local
channel prediction/estimation of the desired MS, &, , will
improve the performance more significantly when the MS is
close to the cell center.

2) Location of the co-scheduled MSs: If the desired MS,,
is located at the “exact cell edge where oy, = - =
amB = Oy, We have &,1 = -+ = &,B = &my. In this
case the interference experienced at MSm does not depend on
the large scale fading gains of its co-scheduled MSs, because
25:1 By = 1 and from (13) we have

B
)‘JP' = pjpamém Z ﬁjb = p:j]Pamgrrp
b=1

When MS,, is located at any other positions, the value of
AP depends on fp, i.e., the MUI of the desired MS will
largely depend on the location of its co-scheduled users.

When a co-scheduled user MS; is located close to its master
BS, BSy,, its local channel gain o, dominates (3, as shown
in (14), thus Bj, ~ 1 and Bj =~ 0,b # b;. Then from (13)
the power of the interference at MS,,, generated from the co-
scheduled user MS; is

(23)

/\center

P —
ambj Embj I
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which only depends on the large scale fading gain of the cross
channel between MS,,, and BSy, .
When MS; is located at the “exact cell edge” where a1 =
- = a;p, then B;; = -+ = BB = %. The interference
power at MS,,, caused from MS; becomes

JPB
edge

mj = § QAmbEmb,

which depends on the overall average receive channel power
of MS,,,

(25)

B. Average Per-user Rate of CoMP-CB Systems

From (7), the average rate of MS,,, achieved by the indi-
vidual ZF precoding of CoMP-CB is

|gmbm CB 2

o? + Zj;ﬁm |gmb w
Analogous to the analysis for CoMP-JP systems, we start

by deriving the powers of the desired signal and interference.
PrOp 5 When N; — oo, the random variable

REP = E{log, (1 + (26)

o)

g, wSPB|?/N; converges to a deterministic variable,
ie.,
: |gmb7n CB § CB =
le‘]inoo Nt = DPm Omb,, (]‘ — Embp, )' (27)

Prop. 6: When N; — oo, the interference power from MS;
to MS, g/, w§P|? has an exponential distribution with
parameter 1/ /\CB whose PDF is

CB([IJ) 1 T

mj )\CB exp( ACB)’I > 07 (28)

where \&Z
power.

The proofs for these two propositions are similar to those
for Prop.1 and Prop. 2, therefore are omitted for conciseness.

In contrast to /\ﬁj in (13), the average interference power
experienced at the desired user MS,,, from its co-scheduled
user MS; only depends on the NMSE of the cross channel
of MS;, &ms ;- This is consistent with the intuition, because
BS; only employs g;,,,, for computing its individual precoding
to avoid creating interference to MS,,,. Moreover, from (24)
we can see that the average MUI caused by MS; in CoMP-
CB systems will equal to that in CoMP-JP systems if MS; is
located at cell center and p§'% = p/”.

When the SINR of MS,,, is much higher than 1, the term
“1” inside the log function in (26) can be ignored. Then, by
substituting (27) into (26), using (28) and after some regular
manipulations as we derive R;F’4, the asymptotic average
achievable rate of MS,,, served by CoMP-CB systems can
be derived as follows,

R??IBA £ logy (Ntpmms,, (1

= pj ambjambj is the average interference

- émbm))

SE B :contributed by signal

2

2
g
1 2 E '7 eXp /\CB)EZ( )\CB) 10g2027
k#m mk mk

(29)

IS B:contributed by MUI

P = 1/ (Tt (1 = ALE/AGE))-

where ~v¢
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C. Average Per-user Rate of Non-CoMP Systems

From (9), the average data rate achieved by MS,,, by the
independent ZF precoding in Non-CoMP is

RNC = E{log,(1+
|8, Win | |
02+ jes,, 8, WY 1P+ Xigs,, srm 8mp Wi €I

(30)

The powers of the desired signal and interference are shown
in the following two propositions.

Prop. 7: When N; — oo, the random variable
lgH, wlC?/Ny converges to a deterministic variable,
ie.,

. |8 Won |
lim m
N;— o0 N, t
and the MUL, |g7, wY“|?,j € S}, is subject to exponen-
t1a1 distribution W1th parameter AY%; j» Where /\%%I’ i =
pj a,nbms,nbm is the average MUI power caused by MS;
who is located in the same cell with MS,,,

Prop. 8: When N; — oo, the ICI power experienced by
the desired user MS,,, |gZ, wi|?, k ¢ S,, and k # m, is
subject to an exponential distribution with parameter )\ﬁ\/cC}’ &>
where AJ$} . = PRy, is the average ICI power caused
by MS; who is not located in the same cell with MS,,,.

The proofs for these two propositions are similar to those
for Prop.1 and Prop. 2, therefore are omitted for conciseness.

Comparing Prop. 7 with Prop. 5, we can see that the
asymptomatic signal power of Non-CoMP is identical to that
of CoMP-CB, and Ay ; will equal to XS 7 if pN©@ = p§'B
It is shown from Prop. 8 that ANS, 7.5 does not depend on the
NMSE of predicted/estimated cross channel. This is because
in Non-CoMP systems each BS does not predict/estimate the
channels to the MSs located in other cells.

Analogous to the derivations for CoMP-JP, after some
regular manipulations we obtain the interference and noise
term in the average rate in Non-CoMP systems as

= p’f’lvlcambnz(l - émbnz)’ (31)

2 2

NC g

Ly = —logo® +_ § '7 < exp /\NkC)EZ( )\NC)
kGSbm m

—I—i Z "yN exp(~xa o )Ez( 02) (32)
¥ AN ANC

n2 k@b, k#Am mi

where V¢ = 1/(Hl7$km( ANEIANE, AL =
AN i Camb Emb, 1s the average MUI when j € S, ,
and \V¢ = /\f,VCCI v = PNy, is the average ICI when
k¢ Sy, and k £ m.

Cons1der1ng that /\MU” = pJ ozmb Emb,, K /\évcc].’k =
PNy, due to the using of the independent ZF precoding,
we have

W=1/(J] @=XF/ME) =0, keS,,. (33
l#k,m
Substituting (33) into (32), we have
NC 1 NC o’ o’ 2
I ~ 3 Z Vi exp(/\Nc)Ez( )\NC) log o=,
k¢S, k#m mk
(34)
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which reflects the impact of the ICI and noise.

Again, assuming that the SINR experienced at MS,, is
much larger than 1, we obtain an approximated asymptotic
average data rate of MS,,, in Non-CoMP as follows

RNCA £ — Emb,)) HINC. (35)

SN C:contributed by signal

logy (Ntpmamp,, (1

Note that in Non-CoMP systems, the NMSE of the channel
prediction/estimation only affects the average per-user rate loss
induced by the power reduction of the desired signal.

D. Rate Gain of Channel Prediction Over Channel Estimation

For mathematical tractability, we rewrite the exponential
integral function as

k

Bi(z) =In|z| + Y ﬁ +Ca#£0, (36)
k=1 ’

where C' = 0.5772 is Euler-Mascheroni constant.
Substituting (13) and (36) into (22), the asymptotic average
per-user rate of CoMP-JP can be obtained as follows

RIPA
¢ 1
= logy(Nepy,” bz:; amp(1 = Emp)) — logy 0? + 9
YA < Gl
Yi:" exp( )(In + +0)
2 e S 2
= logy(Nipy!” Z mp(L — &mp)) — log, 0
b=1
Z Yk ln /\J—P +0O) + — Z 'y
k;ém k;ém
- ( 2/Amk) 02 0—2
(;W—F(exp(/\ﬂg) 1)Ei(— )\JP))
(@) log,( th Zamb —Emb)) — Nép
- Z i logy(p Z AmbEmbBrb) + o’ (37)
k#m b=1
IUB
7P

[l

where the equality (a) holds because >, .~
1 as shown  below (20), and N,;le
1 JP( 0% §~oe  (=o?/AJR)" ! a?
mzkysm%c e 2poy — e — (exp(rm) —
) Ei(— bR nz ))-
With similar derivation, we can derive the asymptotic aver-
age per-user rates of CoMP-CB and Non-CoMP as follows

RGP = logy(Nipl” am,, (1 = Ems,, ) + ™)
- Z ,kaB log, (prambk Emby) _NgB(38)
k#m
JUB
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RYCA = 10gz(NtP%Cambm(1—5mbm))+m

= Y W log, (pr “amn,) —NNC, (39)
k¢S,
1z
2 g2 /\CByn—1
where NGP £ Ek;ém'YkCB(ﬁ Zi’f’:l% -
2 . 2

(xp(sZp) — DE-5Z), ad  NNC 2

m 2 _ 72” )\NCF n—1 2
Ek;ﬁmr)/ljcvc()\z\[? Efﬂ% - (eXP(ATJng) -

1) Bi(— %=)).

Because when N; — oo, the asymptotic average rates are
dominated by the interference terms and the noise terms are
negligible, we have N/F ~ 0, N¢Z ~ 0 and NN¢ ~ 0.

In the sequel, we analyze the performance gain of using
channel prediction over using channel estimation in the con-
sidered systems. To obtain explicit expressions for ease of
comparison, we consider that the desired MS,, is located
at the “exact cell edge”, i.e., 1 = -+ = QmB = Q.
This is the worst case, because the interference caused by
the outdated CSI is most severe for the MS. Then, we have

CF = -+ = €08 — 2P and £5f = -+ = e5lp = £5P.
From (23), we obtain

CADCE _ praneSE DT

AIRCE  peameGE e (AR)CP
From the definition of "yj‘-] P in (20), we have

(/)" = 1CT] = aDE /")
l#j3,m
= N @1

For notational simplicity, in the following we omit the super-
script in (v/7)¢F and (7/F)°", and write them as /"

For CoMP JP systems, the gain of the average per-user rate
with channel prediction over channel estimation can be derived
by considering NP = 0 as follows

AR#P — R#PA(LVP) RJPA(ch)

thmp Zb 1 am(1 _ECP)
Nip;)! Zb 1 am(1 —&SF)

contribution from signal
=CFE

Pa Em
+ E ’YI;]P]'Og2 JP = CP)
n€m
k#m

Q

logs( )

contribution from interference
=CP C E

g
= 10g2(1770E + Z’Y/‘clplogQ(—Cp)
k#m
_ =CcP —CE

m 6m
W) +10g2(§%—p)-

= logy( (42)

For CoMP-CB systems, the gain of the average per-user
rate with channel prediction can be similarly derived by
considering NS B ~ 0 as
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RCBA(&:CP) RCBA( CE)
NipGPam (1 = £0F)

NopCBam (1 —2CF))

Q

10%2(

contribution from signdl

=CFE
c p Pané
+ Z’YkBlng : mglp)
Oémz‘;'
k#m
contribution from interference
1-¢eCF ecr
= 10g2(@) + 10g2(§%—p)
= ARJF. (43)

For Non-CoMP systems, the gain can be derived by con-
sidering NN 2~ 0 as

AR,J.,V.LC — R,{XCA(FECP) RNCA(ch)
thm ambm(l — ‘ECP)

NepNCamp, (1—6,6;1E))

~  logy(

contribution from signal
1— *CP
= 10g2(@)- (44)

Comparing (42), (43) with (44), we can see that AR,]XC
equals to the first terms in AR;F and ARSE. Since 61 <
ECE in time varying channels, it implies that CoMP systems
beneﬁt more significantly from channel prediction than Non-
CoMP systems.

This can be explained as follows. For Non-CoMP systems,
we can observe from (35) or (39) that using channel prediction
can retrieve the power loss of the desired signal, but cannot
retrive the rate loss induced by the ICI. For CoMP systems,
on the contrary, using channel prediction retrieves the rate loss
caused both by the power reduction on the desired signal and
by the MUI, as shown in (37) and (38). Since interference is
more detrimental than power loss in cellular systems, using
channel prediction can improve the performance of CoMP
systems remarkably.

Though these results are obtained from asymptotic analysis
when the MSs are located at the exact cell-edge, the simu-
lations later will show that the conclusion is still valid for
general cases with finite number of antennas.

IV. SIMULATION AND NUMERICAL RESULTS

In this section, we first verify our previous analysis via
simulations, and then show the gain of channel prediction for
CoMP systems with large backhaul latency by comparing with
Non-CoMP systems.

A. Simulation and Parameters Setup

Consider CoMP systems with a BS-to-BS distance of 500
m. Each BS transmits with a maximal power of 40 W and with
10 MHz bandwidth. Each MS transmits with a maximal power
of 0.2 W with 180 kHz bandwidth. The carrier frequency is
2 GHz. The path loss exponent is 3.76, the average power
loss at the reference distance of 1 m is 36.3 dB, the minimum
distance between the MSs and each BS is 35 m, and 8 dB
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shadowing is considered. This simulation setup is based on
[22].

We consider a realistic time-varying channel model, Jakes
Model, which is widely applied in various standardization
organizations. Its temporal correlation function is Ry (7) =
Jo (27 f471), where Jy(+) is the zeroth order Bessel function of
the first kind, and f; is the Doppler spread.

When simulating the average per-user rate achieved by
the considered precoders, we use Wiener filter with finite
coefficients of @) because in practical systems the number of
training symbols is limited, where @) = 5. Specifically, each BS
employs five received uplink training symbols respectively in
the successive uplink frames to predict the downlink channel
[11], and uses five received training symbols in each uplink
frame to estimate the channel for next downlink frame. The
speed of the MSs is 3 km/h or 10 km/h. Each MS is located in
a cell edge region, where the ratio of the large scale fading gain
of its local channel to the sum of those of the cross channels,
i.e., Qmp,,/ Zb#m oy for MS,,,, is less than a certain value.

Unless otherwise specified, we consider the following set-
ting. The cell edge SNR is 10 dB, which is the average down-
link receive SNR at the MS with 250 m distance from each BS.
We consider i.i.d. Rayleigh fading channels, and the simulation
results are obtained from 100 small scale channel realizations.
We consider equal power allocation among the users. The
backhaul latency 7' = 7.5 ms, and the delay between the
locally estimated channels and the realistic channels during
downlink transmission 7 = 5 ms.

Remind that when the channel estimation method is applied,
1n the decentralized CoMP-JP (with legend “Dec-JP”) with
me in (4) and optimal power allocation in (18), CoMP-CB
(with legend “CB”) and Non-CoMP systems, the outdated CSI
is caused by the delay between training and transmission, and
in centralized CoMP-JP (with legend “Cen-JP”) systems, the
outdated CSI is caused by both the backhaul latency and delay
between training and transmission. The overall CSI delays for
these systems are listed in Table 1.

TABLE I: The overall CSI delays in different

systems
Cen-JP | Dec-JP | CB | Non-CoMP
A 2T+ 71 T T T

The NMSE of the channel prediction and channel estimation
for all the numerical results with various values of A is
computed from [11], where @ = 5. Because the NMSE of
the predicted channels for the centralized and decentralized
CoMP-JP systems differ, their average per-user rates are
different, although in Section III A we have used a unified
form to express their asymptotic average per-user rates.

B. Validation of the Analytical Analysis

To validate the asymptotic results in Section III derived for
Ny — o0, Fig. 2 shows the simulated average per-user rate and
the numerical results obtained from (22), (29) and (35) with
finite /V;. To validate the impact of ignoring the noise terms on
ARJP, ARSP and ARNC, Table II shows the simulated per-
user average rate and the numerical results obtained from (37),
(38) and (39) with NJP =0, N{P =0 and NY¢ = 0. We
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[ Asymptotic resuit oA
' _g— Simulated result

35F

Average Per-User Rate

—#&— Decentralized CoMP-JP

—6— Centralized CoMP-JP

—— CoMP-CB

—%— Non-CoMP

2 3 4 5 6 7 8
Number of antennas at each BS

Fig. 2: Simulated average per-user rate and numerical results of the
asymptotic average per-user rate of CoMP-JP, CoMP-CB and Non-
CoMP systems. B = M = 2.

consider two MSs located on the line connecting the two BSs,
the speed of each MS is 3 km/h. The distance between each
MS and its local BS is 240 m, which corresponds to a 1 dB cell
edge region. From the figure we can see that the asymptotic
rates of both centralized and decentralized CoMP-JP systems
converge to the simulation result faster than CoMP-CB and
Non-CoMP. This is because the CU of CoMP-JP systems is
actually a “super BS” with BN; antennas. Both the figure
and the table show that the numerical results are close to the
simulated results. The results for the MSs with other speeds
such as with 10 km/h are similar, which are not shown for
conciseness.

TABLE II: Simulation results and Numerical results of the
approximations by ignoring noise. Cell edge SNR= 30 dB,
B=M=2and N, =8.

Average Per-User Rate Cen-JP | CB | Non-CoMP
Approximations (bps/Hz) 5.71 5.11 3.81
Simulated results (bps/Hz) 5.62 491 3.63

C. Numerical Results of Rate Gain of Channel Prediction
Over Channel Estimation

In the sequel we respectively show the asymptotic average
rate of the desired MS versus the backhaul latency 7' (where
7 is the same as in Section IV.A) and fyA when channel
prediction or channel estimation is employed, which are
numerically obtained from (22), (29) and (35). The desired
user is located in cell edge, whose distance to its local BS is
200 m.

Figure 3 is the average rate versus 7. The speed of each
MS is 3 km/h. The distances from the co-scheduled user(s)
to their local BSs are 240 m. The rate gain of the centralized
CoMP-JP system is significant compared to others because the
CSI delay in this kind of system is the largest. Moreover, the
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4.5

—&— Dec-JP
—6— Cen-JP

4 —e—cs

—— Non-CoMP
Channel Prediction
= = = Channel Estimation

0 5 10
Backhaul Latency (ms)

Average Rate of Desired User (bps/Hz)
Average Rate of Desired User (bps/Hz)

3.5

3

Backhaul Latency (ms)

Fig. 3: Numerical results of the asymptotic average per-user rate when
channel prediction or channel estimation is used. B = 2, M = 2,4
and N; = 8.

performance gain increases with the number of MSs M in each
system, because the the MUI power caused by the imperfect
CSI increases with M. By contrast, the Non-CoMP system
almost has no performance gain with the channel prediction.

Figure 4 is the average rate versus fyA. To differentiates the
impact of the backhaul latency from the uplink training delay,
we set 7' = 0 ms, which reflects a perfect backhaul with no
latency. Then all the systems have identical CSI delay A =
7, and the centralized and decentralized CoMP-JP systems
achieve the same performance as we analyzed in Section III
A. To illustrate the impact of the location of the co-scheduled
MSs, the distance between the co-scheduled user and its local
BS is 50 m (cell center co-scheduled MS) or 240 m (cell edge
co-scheduled MS).

When the values of fyA are very low, e.g., equals zero,
there is no performance gain of channel prediction over the
channel estimation, as expected. In this scenario of static
channel, all CoMP systems is superior to Non-CoMP system
significantly.

When the values of f;A are high, for cell edge user CoMP-
JP slightly outperforms Non-CoMP when using channel pre-
diction, but is inferior to Non-CoMP when using channel
estimation. This is because without backhaul latency the
only difference of CoMP-JP with Non-CoMP is the channel
statistics. When all the users are located in cell edge, their
CoMP channels are approximately i.i.d., which are similar to
Non-CoMP channels. When the co-scheduled MS is located
in cell center, CoMP-JP always outperforms Non-CoMP. This
can be explained by the MUI power analysis in (24).

Comparing Figs. 3 and 4, we can see that when the
CSI delay is also led by the backhaul latency, the gain of
channel prediction over channel estimation is distinct from
those with perfect backhaul, which largely depends on the
specific manner of the BS cooperation.



SU et al.: THE VALUE OF CHANNEL PREDICTION IN COMP SYSTEMS WITH LARGE BACKHAUL LATENCY

Channel Prediction

Cen-JP with cell center
co-scheduled MS

3.5 Cen-JP with cell edge
co-scheduled MS

3 ——CB

—%— Non-CoMP

Average Rate of Desired User (bps/Hz)
o

A Y
Channel Estimation

0.15 0.2
fdA

0 0.05 0.1 0.25

Fig. 4: Numerical results of the asymptotic average per-user rate
when channel prediction or channel estimation is used. B = M = 2
and N; = 8.

D. Simulation of the Rate Gain of Channel Prediction

Finally, we simulate a more realistic scenario. We consider
19 hexagonal cells with the wrap around topology in order to
eliminate boundary effects, where each of the three neighbor-
ing BSs is cooperative without overlapping. 10 candidate MSs
are randomly placed in each cell within a 3 or 10 dB cell edge
region. Considering that the user scheduling for CoMP-CB and
for decentralized CoMP-JP are on-going research topics, we
only study the impact of the imperfect CSI on precoding, i.e.,
on beamforming and power allocation. Therefore, we consider
that each BS selects two MSs with a Round-Robin scheduling.
PBPC is considered for CoMP systems. For the centralized
and decentralized CoMP-JP, the precoders are respectively
obtained from (2), (3) and (4), which consist of the joint
ZFBF together with a power allocation that maximizes the
sum rate of the six MSs under PBPC [23]. For CoMP-CB,
the power allocation in the individual ZF precoder is obtained
by maximizing the sum rate of the two MSs in each cell
under PBPC. All the results are obtained from 1000 random
places for each MS, and for different places the MSs undergo
independent Rayleigh fading channels. The simulation results
are shown in Fig. 5. We can see that the previous conclusions
are still valid. Comparing the results for the cases where the
users are located in a 3 and 10 dB cell edge region, we can
find that the performance gain of channel prediction is more
pronounced when the channels are more asymmetric, i.e., the
large scale channel gains are more different.

The following observations can be obtained. (1) CoMP
systems always outperform Non-CoMP systems when channel
prediction is applied, which is not true when channel estima-
tion is applied. (2) The performance gains of channel pre-
diction over channel estimation for CoMP systems are much
larger than the gain for Non-CoMP systems, which depends
on the speed and location of the MSs. (3) When channel
prediction is applied, the centralized CoMP-JP achieves the
highest average per-user rate only when the MSs are with low
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I Channel Estimation
[ ] Performance Gain of Channel Prediction

3dB Cell
Edge Region

10dB Cell

a5l Edge Region

Cen_JPDec_JP CB Non-CoMP Cen_JPDec_JP CB Non-CoMP

(a) MS’s speed of 3 km/h

3.5

I Channel Estimation
[ ] Performance Gain of Channel Prediction
3t |
3dB Cell 10dB Cell
Edge Region Edge Region :

25}

Cen_JPDec_JP CB Non-CoMP

Cen_JPDec_JP CB Non-CoMP

(b) MS’s speed of 10 km/h

Fig. 5: Simulated average per-user rates. B = 3, M = 6 and N; = 8.
The height of the black bar is the average per-user rate with channel
estimation, and the overall height of the black and white bars in each
case is the average per-user rate with channel prediction.

speed and located in the 3 dB cell edge region, while the
decentralized CoMP-JP will perform the best if the MSs are
with more asymmetric channels. Comparing the decentralized
CoMP-JP with CoMP-CB which employ the same CSI with
the same delay, it is interesting to see that the decentralized
CoMP-JP is superior to CoMP-CB.

Note that we have assumed i.i.d. small scale fading channels
in previous analysis. In existing systems, the channels from
each BS to each user are usually spatially correlated [22].
Moreover, the temporal correlation usually depends on the
spatial correlation, which can be exploited to predict the
MIMO channels with shorter channel coherent time [12]. This
implies that a much higher user speed than 10 km/h can be
supported for CoMP in prevalent 3GPP systems.
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V. CONCLUSION

In this paper, we investigated the performance gain of
channel prediction over channel estimation for centralized and
decentralized CoMP-JP, CoMP-CB and Non-CoMP systems.
Analytical and simulation results showed that CoMP systems
benefit more significantly from channel prediction than Non-
CoMP systems, where the performance gain largely depends
on the way of cooperation and the locations of the users.
When channel estimation is used for the users with higher
speed, the centralized CoMP-JP will perform the worst and be
even inferior to Non-CoMP. When channel prediction is used,
CoMP systems always outperform Non-CoMP systems. In
general, the performance of CoMP systems will be improved
remarkably even with large backhaul latency whenever the
channels are predictable. Considering that CoMP systems are
expected to serve low mobility users, our results suggest that
the current backhaul may be sufficient for CoMP in terms
of the latency. This is very attractive since upgrading the
deployed backhaul is of high cost.

APPENDIX A
PROOF OF PROP.1

The global channel vector of MS,,, can be expressed by its
estimation or prediction as follows,

where g, (t) is uncorrelated with e, (t), for channel estima-
tion g,,,(t) = p&m (t—q), p is the temporal correlation between
g(t) and g(t — ¢) and q is the delay between uplink training
and downlink transmission. The elements of e,,(t) are zero
mean and E{e,,(t)e’(t)} = diag(e;il- - - empl).

For notational simplicity, we omit the time variable of the
time-varying channels. Further considering the precoder of
MS,,, shown in (2), we can obtain

(A1)

H JP|2

i 8m

m p;’ln (gm+e )Qcmgm|
Ni—o0 Nt

‘Z\/thQcﬂngm”2
Noticing that Qc m 1s the null space spanned by the global

channel vectors of all the MSs except MS,,,, and (Qc m)
Qcym QC m» We can rewrite (A.2) as

. (A2)

Nt—>oo

- 8wl _

. p
lim l
Ni— o0 Nt

~H A ~
Nt—>OO N (ngc,mgm

|e Qc mgm| )

82Q

Considering (A.1) and the fact that g, is the global channel
of MS,,, that is independent from the global channels of other
users, from the law of large numbers we obtain

+e Qc mgm+ngc m€em+ (A 3)

C mgm

lim ggg] _ ZbB:l(amb - 5mb)a if m = .]7 (A 4)
Ni—oo N 0, it m# j,
-

From the definition of Q. ,, we can rewrite it as

1 - 1 = _ _
cm:I__GH _GcmGH _1Gcm A.6
Q ’ Nt C,m(Nt ’ CJTL) ) ) ( )
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where G = (81 &m—18m+1 - &m]7.
From (A.4), we have
1 H
NltgnooN GC mG
Ym0y —c1p) - 0
= : - : (AT)
0 o Yoy (s — en)
and then from (A.6) we obtain
A . /\H
lim Qepm=1- — Z 518 (A.8)

B
Ny—o0 j;ﬁm Zb:l (ajb - Ejb)

Substituting (A.4) and (A.8) into (A.3),
without p/F becomes

the first term

hm ngc,mgm
Ny—o0 Nt
~ ~ N ~ ~H~A
_ iy (BRBm 1 818 8) &m
- Ntlgloo( N, _ZZB (ajp—ep) Mo N )
j#m Lab=1\"jb gb
::Z%bem (A.9)

By using (A.5), the second term without p;//” becomes

lim 7ech,mgm
N;—o0 Nt
He m 1 He gl Am
_ lim (emg _ Z = €,,.8; g] g )
Ni—o0 Nt iZm szl(ajb _ Ejb) Nt Nt
= 0. (A.10)
With similar proofs, the third and fourth terms of (A.3) become
. H ; c,my~ym 1 c,masm
lim ngive: lim M =0. (A.11)
N¢—o00 N; Nt—>ooNt ngc mgm
Therefore,
].l |gH Jr |2 hm p'm, gch mgm
Ny—o00 Nt N,g—)OO Nt
= Z%bsm<mm
APPENDIX B

PROOF OF PROP.2
Considering the precoder of MS,,, shown in (2), we obtain

P ngc jgj
lim gflw vy = lim (B.1)
Ni—oo Ne—oo HQCJgJ’”
Substituting (A.8) into (B.1), we have
i H JP
thnoogm
Jp
\/ P 5H
= Nhin _vJ (glg; nggz g8
t OOHQCJ J” 1#£] Zb 1(04lb — &)
JP . I A
_ Py m,  Bmgm Enmg
- Nlm f(gmgj - N B
=0 Qe ;& |l t Dy (Qmb = Emb)
_ Z gm8i nggg (B.2)
I£m,j Zb (o —ew)



SU et al.: THE VALUE OF CHANNEL PREDICTION IN COMP SYSTEMS WITH LARGE BACKHAUL LATENCY

After substituting (A.4) into the second and third terms, (B.2)

becomes
[ JP
lim gllw/l = lim L(gHé;'—é;Hé;‘)
Ne—voo Nﬁoochjgjn
VP i ol
= g]
NtHOO”QCJgJ” o
\/pj /Nte{—igj
= lim (B.3)

i ———
/81 Qe 8, /Ny

After substituting (A.9) into the denominator, (B.3) turns into

li I m8 (B.4)
im gflw ey = lim . (B.
Ne—oo Ne—roo Zb 1 ( 1 —&ip) VIVt

From the central limit theorem, the random variable
elg./\/N; converges in distribution to a complex Gaussian
random variable with zero mean, and the variance is

B
Z ambémbajb(l — éjb).
b=1
From (B.4) and (B.5), the variance of the random variable

(B.5)

lim gHw/ can be obtained as
Ni—o0
AP JP Zb 1 OmbEmbn (1 — Ejp) B.6
c,mj p] . ( . )
>y (1 — &)
ajp(1— Eyb) :
Denote ﬁjb =S (o) then (B.6) can be rewritten as
JP JP
)\c smj p] Z O‘mbambﬁjb (B7)
Therefore, g/iw/ converges in distribution to an exponential

dlstrlbutlon Wlth the parameter 1/\/E mj

In the following, we prove that gZw/ and glw/P
are uncorrelated by provmg that E{g{,{wg f glw gi’ -
]E{gm c,J }E{gm e,k } On one hand,

E{g,w!j E{gnwli}=0. (B.8)

On the other hand, the global channel vector of MSy, i.e., g,
is independent from g; and e,,. Then, we have

H_JP_H__JP
]E{g cggm c,k

/Py eng; \/pifellg }

\/Nth 1 (e — €5b) \/Nth 1 (kb — k)

/P PP E{el g ei YE{&r}

N \/Zle(ajb — ) Yope (kb — Ekb)

/PP piPE{elgemn} - 0

Ni \/EbB:l(ajb — &50) Yy (@b — €xp)
= 0.

(B.9)
From (B.8) and (B.9) we know that gH ‘HJD and gH JP
are uncorrelated. Since both of them are complex Gausman

random variables, they are independent.
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APPENDIX C
PROOF OF PROP.3

JP _

From (3), the precoding vector for MS,,, is givenby w}* =

H B)H
]

1 H  Therefore, we have

H JP 2
. gm
i | m

N;— o0 Nt
B H ()2
_ lim | Zb:l g’n’lbwmb|
N;— o0 Nt

b)
B\ /pih) gmembg

1 \/_”meg H

gmb ng
1 thHmeé ||

B b)HQ ()
m mbg m
oy Ve

~ b
FNthmbg;bn

B
lim | > Ay + ZBbF.
= b=1

N;— oo
b_

2

b=1

(C.1)

With a similar derivation as for the proof of Prop.1, we obtain

(b) 4. (b)H A (b)

.. DPm 8t Qi) _ (b _ (b
{gnoo|Ab| _Nignoo Nt = P b(l Fm )7
and

(b) (0)H A 2
lim |By]? = lim 2 [Cmp_Qmvg |
Ni—o0 Ni—o0 gf’sb Qm g
psn) (b)H . A(b)
= lim RO, mb — 0.(C.2)
Neoo /N[ Qb |
_ Vol ia  a® :
Because 1t1LnooAb = Nltlgloo A |Qmb&,p |l » which should

be a real number, we have

lim \/_

O
Substituting (C.2) and (C.3) into (C.1), we obtain

2
< \/pma b( 52%)) . (C4)

APPENDIX D
PROOF OF PrOP.4

(C.3)

H JP

Nt~>oo Nt

Analogous to the proof of Prop. 3, substituting the precod-

ing vector for MS,,, into gH J P , we have
b
gllwil = Z gfibw§£ (D.1)
b=1

With a similar derivation as for the proof of Prop. 2, we obtain

that gmbw(z) converges in distribution to a complex Gaussian

b
random variable with zero mean and variance as p( ) = )

AmbE,,
Therefore, g}iw;" converges in distribution to a complex

Gaussian random Variable with zero mean and variance as

Zp O‘mba

dm]
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As a result, |g,;w g
nential distribution with parameter 1/
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