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Abstract—In this paper, we study how to exploit multi-
user diversity for ultra-reliable and low-latency communications.
The basic idea is that the users with good channel conditions
share resources with the users with bad channel conditions.
We propose a method to optimize resource allocation among
multiple users under the quality-of-service (QoS) constraints,
including transmission delay, transmission error probability,
queueing delay bound and queueing delay violation probability. If
the minimal transmit power required to satisfy these constraints
is less than the total transmit power of the base station, then
the global optimal resource allocation policy can be obtained.
Otherwise, some packets are dropped proactively. Simulation
results show that compared with an existing policy that does not
exploit multi-user diversity, the proposed policies can double the
number of users with QoS guarantee or reduce proactive packet
dropping probability remarkably with given total bandwidth and
transmit power. This indicates that with multi-user diversity, a
better tradeoff between reliability and throughput (or spectral
efficiency) can be achieved.

Index Terms—Ultra-reliable and low-latency communications,
resource allocation, multi-user diversity, short blocklength

I. INTRODUCTION

Together with enhanced mobile broadband and massive
machine-type communications, ultra-reliable and low-latency
communications (URLLC) has become one kind of the new
application scenarios in the fifth generation (5G) cellular
networks [1]. With stringent requirements on reliability and
latency, URLLC is crucial to enable future mission critical
applications in tactile internet, autonomous vehicle networks,
and smart factories [2].

To achieve ultra-high reliability, different kinds of diversities
are essential [3–7]. As shown in [3], both macro- and micro-
diversity are helpful for reducing outage probability (i.e., the
probability that the signal-to-noise ratio (SNR) is lower than
a required threshold). Frequency diversity was studied in [4],
where the number of Rayleigh-fading links is optimized to
minimize the required transmit power under the constraint
on reliability. Studies in [5] show that by serving one user
with multiple base stations (BSs), the outage probability can
be reduced. To exploit spatial diversity, multiple antenna
systems are considered in [5]. The reliability with cooperative
Automatic Repeat reQuest (ARQ) was studied in machine-
to-machine communications [6]. When a direct transmission
between two nodes fails, a BS will retransmit the packet. The
results in [6] indicate that benefitting from macro-diversity,
the reliability can be improved with cooperative ARQ. More

recently, how to trade-off bandwidth usage and reliability with
path diversity was studied in [7], where different paths use dif-
ferent communication interfaces (e.g., wired communications,
cellular links, and machine-to-machine communications).

In order to achieve ultra-high reliability with low-latency,
more resources are required [3–7]. Studies in [8] show that
there is a tradeoff among reliability and throughput given
latency requirement. It is nature to raise the following ques-
tion: can we improve the tradeoff between reliability and
throughput with given latency requirement? As shown in [9],
with multi-user diversity, throughput can be improved without
extra resources. This offers us a chance to trade throughput
for reliability. Since studies in [3–8] focus on single-user
case, how to exploit multi-user diversity for URLLC remains
unclear.

In URLLC, packet size could be short (e.g., 20 bytes) [1]. To
transmit a short packet within a small transmission duration,
the blocklength of channel codes is short, and Shannon’s
capacity cannot be used to characterize the achievable rate
of URLLC [10]. To achieve a given block error probability,
an accurate approximation of the achievable rate in short
blocklength regime has been derived in [11]. Different from
Shannon’s capacity, the achievable rate in finite blocklength
regime is not jointly concave in bandwidth and transmit power.
Therefore, applying the achievable rate in finite blocklength
regime for resource management for URLLC is very chal-
lenging [12].

In this paper, we study how to exploit multi-user diversity
for URLLC. The basic idea is that the users with good channel
conditions share resources with the users with bad channel
conditions to ensure the reliability and latency of all users. To
this end, bandwidth and transmit power are jointly allocated to
multiple users according to their channel gains. When the con-
straints on transmission delay, transmission error probability,
queueing delay bound and queueing delay violation probability
can be satisfied, the global optimal resource allocation policy is
obtained. When these constraints cannot be satisfied, to reduce
packet dropping probability, some packets are dropped proac-
tively. Simulation results show that by exploiting multi-user
diversity, we can improve the tradeoff between reliability and
throughput (i.e., the maximal number of users with quality-
of-service (QoS) guarantee) with given latency requirement,
or we can save bandwidth given the number of users and
the requirements on latency and reliability. This indicates that



a better tradeoff between reliability and spectral efficiency
(defined as the ratio of throughput to bandwidth) can be
achieved with multi-user diversity.

II. SYSTEM MODELS

A. System and Traffic Models

Consider a downlink cellular network, where each BS with
Nt antennas serves K single-antenna users with bandwidth
Wmax. The maximal transmit power of each BS is Pmax.
Frequency division multiple access is applied to avoid multi-
user interference, and different frequency bands are used in
adjacent cells to avoid strong inter-cell interference.

Time is discretized into frames. The duration of each frame
is Tf . Time division duplex is adopted [13]. The duration for
downlink transmission in one frame is τ .

Packets for every user arrive at the buffer of the BS random-
ly, and the inter-arrival time between packets could be shorter
than the service time (i.e., transmission duration) of each
packet. Hence, the queueing delay cannot be ignored, and the
probability that the queueing delay exceeds a required bound
should be controlled. We consider a queueing model that the
packets for different users are waiting in different queues.
Denote the required queueing delay bound for guaranteeing
end to end (E2E) delay as Dq, and the probability that the
queueing delay violates the delay bound as εq.

B. Achievable Rate with Short Blocklength

In URLLC, the blocklength of channel coding is short due
to the required low-latency. Hence, the impact of transmis-
sion error on reliability cannot be ignored. The Shannon’s
Capacity cannot be applied to characterize the probability of
transmission error εc [14]. In typical application scenarios of
URLLC, the channel coherence time is longer than the E2E
delay, and thereby the channel is quasi-static. Besides, the
packet size in URLLC is small (e.g., 20 bytes [1]), hence
it is reasonable to assume that the bandwidth allocated for
transmitting each packet is less than the channel coherence
bandwidth. In quasi-static flat fading channel, when channel
state information is available at the transmitter and receiver,
the maximal achievable rate of the kth user can be accurately
approximated by [11],

rk ≈
τWk

ln 2

[
ln

(
1 +

αkgkPk
N0Wk

)
−
√

Vk
τWk

Q−1
G (εc)

]
, (1)

where Wk and Pk are the bandwidth and transmit power
allocated to the kth user, respectively, αk and gk are the large-
scale channel gain and small-scale channel gain of the kth
user, respectively, N0 is the single-side noise spectral density,
Q−1

G (x) is the inverse of the Gaussian Q-function, and Vk is
the channel dispersion given by [11],

Vk = 1− 1[
1 + αkgkPk

N0Wk

]2 . (2)

Although the achievable rate is in closed-form, it is still too
complicated to obtain graceful results. In this work, we focus

on high SNR regime, which is required to ensure ultra-high
reliability and ultra-low latency. As shown in [14], if SNR is
higher than 10 dB, Vk ≈ 1 is accurate. Even when the SNR
is not high, we can obtain a lower bound of the achievable
rate by substituting Vk≈ 1 into rk. If the required εc can be
satisfied with the lower bound, it can also be satisfied with the
achievable rate in (1).

C. Quality-of-service

The QoS of URLLC can be characterized by the E2E
delay requirement Dmax and overall packet loss probability
in downlink transmission εDmax.

Assume that uplink and downlink transmissions can be
finished in one frame, and the backhaul latency is Tf . Then,
the E2E delay requirement can be satisfied when

Dq = Dmax − 2Tf . (3)

When the queueing delay is shorter than the channel co-
herence time, the service rate is constant within the queueing
delay bound of each packet. To ensure the queueing delay
requirement (Dq, εq), the constant service rate should be equal
to or higher than the effective bandwidth of the arrival process
[15]. For a Poisson process with arrival packet rate λ, the
effective bandwidth can be derived as [16],

EB =
uTf ln (1/ε

q)

Dq ln
(
1 + Tf ln (1/εq)

λDq

) , (4)

where u is the number of bits contained in each packet. By
substituting (1) and (4) into rk ≥ EB, we can obtain the
required transmit power to ensure εc and (Dq, εq), i.e.,

Pk≥
N0Wk

αkgk

{
exp

[
EB ln 2

τWk
+
Q−1

G (εc)√
τWk

]
−1
}
,yk(Wk, E

B).

(5)

As shown in [16], for Rayleigh fading channel or Nakagami-
m fading channel, Pk is unbounded when the small-scale
channel gain is close to zero. This is because yk(Wk, E

B) is
proportional to the inverse of the channel gain. Thus, the total
transmit power required to ensure εc and (Dq, εq) may exceed
the total transmit power of the BS Pmax. To deal with this
issue, a proactive packet dropping mechanism was proposed
in [16]. The proactive packet dropping probability is denoted
as εp. To ensure the overall packet loss probability, the three
packet loss components should satisfy

εc + εq + εp ≤ εDmax. (6)

III. EXISTING RESOURCE ALLOCATION POLICY

In this section, we briefly summarize the policy in [16],
which was proposed in single-user case and extended to multi-
user case without exploiting multi-user diversity.

To satisfy the total transmit power constraint, the policy in
[16] divides Pmax into K parts that satisfy

∑K
k=1 P

th
k ≤Pmax.

The transmit power allocated to the kth user cannot exceed
the threshold P th

k . By optimizing P th
k and Wk according to

channel distribution and QoS requirements, P th
k and Wk are



reserved for the kth user, and cannot be shared to other users
in deep fading. As a result, multi-user diversity is not exploited
in this policy.

To ensure the QoS requirement of each user, the transmit
power and the number of packets that are dropped proactively
were optimized according to channel fading in [16]. Denote
the number of packets for the kth user that are proactively
dropped in a frame as dk. To ensure (Dq, εq), the required
service rate is EB. Since the data dropping rate is dku, the
data rate transmitted to the user is EB−dku. To ensure the
transmission error probability εc, the required transmit power
of the kth user is

Pk ≥ yk(Wk, E
B − dku). (7)

It is not hard to see that yk(Wk, E
B−dku) decreases with

dk and gk. If yk(Wk, E
B) ≤ P th

k , then all the packets for
the kth user in the current frame can be transmitted with
Pk ≤ P th

k . Otherwise, the BS needs to increase dk until
yk(Wk, E

B−dku)≤P th
k .

Pk>P
th
k does not equivalent to

∑K
k=1 Pk>Pmax. This is

because some other users with good channel conditions may
only need little transmit power. As a result,

∑K
k=1 Pk could be

less than the total transmit power of the BS. If the users with
good channels can share resources to users in deep fading, the
proactive packet dropping probability can be reduced.

IV. RESOURCE ALLOCATION POLICIES WITH MULTIUSER
DIVERSITY

In this section, we propose two different resource allocation
policies with multiuser diversity.

A. Policy A

Policy A includes resource allocation and proactive packet
dropping. In order to exploit the multi-user diversity, resource
allocation should be optimized based on the channel gains of
all users. Packets are dropped proactively when

∑K
k=1 Pk >

Pmax. In what follows, we design a policy to minimize
the probability that proactive packet dropping happens, i.e.,
Pr{
∑K
k=1 Pk > Pmax}. The required total transmit power

depends on the channel gains. To minimize Pr{
∑K
k=1 Pk >

Pmax}, we need to minimize
∑K
k=1 Pk for any given αk and

gk, k = 1, · · ·,K.
To this end, we optimize Wk and Pk to minimize the total

transmit power required to ensure εc and (Dq, εq), i.e.,

min
Pk,Wk

K∑
k=1

Pk (8)

s.t.
K∑
k=1

Wk ≤Wmax, (9)

(5), Pk > 0, Wk > 0, k = 1, 2, · · ·,K,

where the constraint on total transmit power is removed.
It should be noticed that, yk(Wk, E

B) in constraint (5)
is non-convex in Wk, which results from the fact that the
achievable rate in (1) is non-concave. Thus, problem (8) is

non-convex, and finding the global optimal solution is very
challenging. To overcome this difficulty, we first show a
property of yk(Wk, E

B) [17].

Property 1. There is a unique solution W th
k that minimizes

yk(Wk, E
B). Moreover, yk(Wk, E

B) is convex in Wk when
0<Wk≤W th

k .

Based on Property 1, we have the following Property (See
proof in Appendix A),

Property 2. The global optimal solution of problem (8)
satisfies

Wk ≤W th
k , k = 1, 2, · · ·,K. (10)

According to Property 2, problem (8) is equivalent to the
following problem,

min
Pk,Wk

K∑
k=1

Pk (11)

s.t. (5), (9), (10), Pk > 0, Wk > 0, k = 1, 2, · · ·,K,

which is convex according to Property 1, and can be solved
by interior-point method [18].

Denote the required minimal total transmit power as
P ∗
A(ε

c, εq). When P ∗
A(ε

c, εq)≤Pmax, the global optimal band-
width and transmit power allocation is obtained by solving
problem (8). When P ∗

A(ε
c, εq) > Pmax, some packets are

dropped proactively according to the following policy.
Dropping packets to the users with the worst channel

gains can help reduce proactive packet dropping probability.
However, the fairness among users is not considered. To
avoid that the user with the worst large-scale channel gain
has the highest packet dropping probability, Policy A drops
packets based on the small-scale channel gains of the users.
Thus, Policy A can improve fairness by sacrificing proactive
packet dropping probability. Without loss of generality, we
assume gk < gk+1 for all k = 1, · · ·,K− 1, i.e., the small-
scale channel gains of the users increase with the indices.
When P ∗

A(ε
c, εq) > Pmax, the packet dropping policy can

be obtained from Algorithm 1, where the packets to the
users with the worst small-scale channel gains are discarded
sequentially until

∑K
k=1 yk(Wk, E

B−dku) ≤ Pmax. Given
a packet dropping policy {dk, k = 1, · · ·,K}, the resource
allocation {Pk,Wk, k=1, · · ·,K} can be obtained by solving
problem (11), where constraint (5) is replaced by (7).

B. Policy B

Policy A needs to optimize bandwidth and transmit power
allocation when the small-scale channel gains change. Thus,
it requires high computing resource and may lead to extra
computing delay. To reduce the required computing resource,
we propose another resource allocation and packet dropping
policy (i.e., Policy B) that only needs to optimize bandwidth
allocation when large-scale channel gains change. To satisfy εc

and (Dq, εq), more bandwidth will be allocated to the users
with smaller αk. With Policy B, the transmit power is set



Algorithm 1 Proactive packet dropping with Policy A.
Input: αk, gk, W th

k , k=1, · · ·,K, u, N0, τ , Wmax, εc, EB

with λ, Dq=Dmax−2Tf and εq;
Output: Number of discarded packets dk, k = 1, · · ·,K and

resource allocation Wk, Pk, k = 1, · · ·,K;
1: dk ← 0, k = 1, · · ·,K, n← 1;
2: while n ≤ K do
3: while dnu < EB do
4: Get Wk, Pk, k = n, · · ·,K by solving problem (11)

with interior-point method, where constraint (5) is
replaced by (7);

5: if
∑K
k=n Pk > Pmax then

6: dn ← dn + 1;
7: else
8: return dk, k = 1, · · ·,K;
9: end if

10: end while
11: Wn ← 0, Pn ← 0;
12: n← n+ 1;
13: end while

as Pk = yk(Wk, E
B), and Wk is optimized to minimize the

expectation of total transmit power,

min
Wk

K∑
k=1

Eg
{
yk(Wk, E

B)
}

(12)

s.t. (9), Wk > 0, k = 1, 2, · · ·,K,

where the average is taken over the small-scale channel gains.
Since yk(Wk, E

B) is proportional to 1/gk, Eg
{
yk(Wk, E

B)
}

is proportional to Eg{1/gk}, which is a constant with given
channel distribution. As a result, Property 1 is also applicable
to Eg

{
yk(Wk, E

B)
}

, and Property 2 can also be applied in
solving problem (12). Then, the optimal bandwidth allocation
W ∗
k can be obtained by solving the following convex problem,

min
Wk

K∑
k=1

Eg
{
yk(Wk, E

B)
}

(13)

s.t. (9), (10), Wk > 0, k = 1, 2, · · ·,K.

Although the bandwidth allocation of Policy B does not
depend on small-scale channel gains, the total transmit power
can be shared among all users. Hence, multi-user diversity
is also exploited in Policy B. The required minimal total
transmit power of Policy B is denoted as P ∗

B(ε
c, εq). Similar to

Policy A, if P ∗
B(ε

c, εq)>Pmax, then packets to the users with
worst small-scale channel gains are discarded sequentially
until

∑K
k=1 yk(W

∗
k , E

B−dku)≤Pmax.

V. SIMULATION AND NUMERICAL RESULTS

In this section we first evaluate packet dropping probabil-
ities of different policies. Then, we show the required total
bandwidth with different number of users.

Proactive Packet Dropping Policies: The existing proac-
tive packet dropping policy proposed in [16] is referred to

as Policy C here. The proactive packet dropping probabilities
of Policies A, B and C are denoted as εpA, εpB and εpC,
respectively.

Reactive Packet Dropping Policies: In URLLC, it may
sound counterintuitive to proactively drop packets since the
required packet loss probability is very low. To understand how
these proactive packet dropping policies behave, we compare
them with three corresponding reactive packet dropping poli-
cies in our simulation, which are referred to as Policies Ã, B̃
and C̃. With Policy Ã (or Policy B̃), all packets transmitted in
the current frame will be dropped if the required minimal total
power of Policy A (or Policy B) exceeds Pmax. With Policy
C̃, all packets to the kth user will be dropped if Pk>P th

k . The
difference between Policy Ã (or Policies B̃ and C̃) and Policy
A (or Policies B and C) lie in the number of packets that are
dropped when the required total transmit power exceeds Pmax.
The packet dropping probabilities of Policies Ã, B̃ and C̃ are
denoted as εp

Ã
, εp

B̃
and εp

C̃
, respectively.

We consider a single cell scenario, where all users are
located at the edge of the cell (i.e., the worst case). The user-
BS distance is 250 m. Rayleigh fading channel is considered.
Other parameters are listed in Table I, unless otherwise spec-
ified.

TABLE I
SIMULATION PARAMETERS

Overall packet loss probability εDmax 10−5

Queueing delay requirement Dq 0.8 ms
Duration of each frame Tf 0.1 ms
Duration of DL transmission τ 0.05 ms
Maximal transmit power of BS Pmax 43 dBm
Single-sided noise spectral density N0 −173 dBm/Hz
Packet size u 20 bytes (160 bits) [1]
Arrival packet rate λ 0.2 packets/frame
Path loss model 10 lg(αk) 35.3 + 37.6 lg(dk)
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Fig. 1. Packet dropping probabilities vs. the number of users, Nt = 4 and
Wmax = 20 MHz.
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Fig. 2. The bandwidth required to ensure QoS vs. the number of users.

The packet dropping probabilities versus number of users
are shown in Fig. 1. εpA, εpB, εp

Ã
and εp

B̃
are obtained by

simulation; εpC and εp
C̃

are computed numerically according to
the results in [16]. To ensure the overall reliability requirement
in (6), we set εc=εq=εDmax/3, and study the maximal number
of users that can be served under constraints that εpA, εpB, εpC,
εp
Ã

, εp
B̃

and εp
C̃

are less than εDmax/3.
It is shown that given the number of users, εpA� εpB� εpC

and εp
Ã
� εp

B̃
� εp

C̃
. The maximum numbers of users that

can be served with QoS guarantee are pointed out by arrows.
These results indicate that by exploiting multi-user diversity,
the number of users with QoS guarantee can be doubled or the
packet dropping can be reduced remarkably with given total
bandwidth and transmit power.

For Policies A, B and C, given the same number of users
K, the proactive packet dropping probabilities are much lower
than the reactive packet dropping probabilities with Policies
Ã, B and C̃, respectively. This is because when the required
minimal total transmit power exceeds the maximum transmit
power of the BS, only a small portion of packets are discarded
with proactive packet dropping policies.

The total bandwidth requirements with QoS guarantee ver-
sus number of users are shown in Fig. 2. It is shown that
Policies A and B can save a large amount of bandwidth com-
pared with Policy C, benefiting from the multi-user diversity.
Given the total bandwidth, the number of users able to be
served with Policy B is 10∼ 20% less than that with Policy
A for the case of Nt=4. However, the gap between Policy A
and Policy B shrinks when Nt≥8. This indicates that there is
no need to adjust bandwidth according to small-scale channel
gains when the number of antennas is large.

From Figs. 1 and 2, we can see that proactive packet
dropping probability is very sensitive to the number of users,
and the required bandwidth grows almost linearly with number
of users. As a result, the proactive packet dropping probability
decreases very fast as the total bandwidth increases. For a
given number of users, we can improve reliability significantly
by increasing a small amount of bandwidth. Compared with

Policy C, Policy A and Policy B can achieve a better tradeoff
between reliability and throughput (or spectral efficiency,
defined as the ratio of throughput to bandwidth) given latency
requirement.

VI. CONCLUSION

In this paper, we studied how to exploit multi-user di-
versity for URLLC. The optimal bandwidth and transmit
power allocation policy was obtained, which can minimize
the probability that the required minimal transmit power
exceeds the total transmit power of the BS. Simulation results
showed that by exploiting multi-user diversity, the number
of users with QoS guarantee can be increased significantly
given total bandwidth and transmit power, compared with
an existing policy. We also compared the proactive packet
dropping with the reactive packet dropping. The results show
that serving the same number of users with the given re-
sources, proactive packet dropping can achieve a much lower
packet dropping probability than reactive packet dropping.
Moreover, the proactive packet dropping probability can be
reduced remarkably by increasing total bandwidth slightly.
This means that with multi-user diversity, a better tradeoff
between reliability and throughput (or spectral efficiency) can
be achieved with given latency requirement.

APPENDIX A
PROOF OF PROPERTY 2

Proof. Denote the feasible solutions of problem (8) that do
not satisfy condition (10) as,

x̃ , (W̃1, · · ·, W̃K , P̃1, · · ·, P̃K),

where W̃j > W th
j for j ∈ J .

To prove the property, for any x̃, we construct another
feasible solution of problem (8) that satisfies condition (10)
and requires less transmit power than x̃, denoted as x̃a ,
(W̃ a

1 , · · ·, W̃ a
K , P̃

a
1 , · · ·, P̃ aK).

In the following we show that x̃a can be obtained by
replacing W̃j and P̃j , j ∈ J in x̃ with W th

j and yj(W
th
j ),

respectively.
Since x̃ is a feasible solution, we have

∑K
k=1 W̃k≤Wmax.

Then, from W̃ a
j , W th

j < W̃j , we know that
∑K
k=1 W̃

a
k <∑K

k=1 W̃k ≤ Wmax. Therefore, constraint (9) is satisfied by
x̃a. It is not hard to find that the constraints in (5) are also
satisfied by x̃a. Hence, x̃a is indeed a feasible solution of
problem (8).

Since x̃ is a feasible solution, we have P̃j ≥ yj(Wj ;E
B).

According to Property 1, yj(Wj ;E
B) is minimized when

Wj =W th
j . As a result, P̃ aj , yj(W

th
j ;EB)< yj(Wj ;E

B)≤
P̃ aj . Thus,

∑K
k=1 P̃

a
k <

∑K
k=1 P̃k.

Now, we have shown that the feasible solution x̃a satisfying
condition (10) requires less transmit power than x̃. This
suggests that all solutions that do not satisfy condition (10) are
not optimal, i.e., the optimal solution must satisfy condition
(10). This completes the proof.
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