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Abstract—In this work, we study the benefit of retransmission
to ultra-reliable and low-latency communications (URLLC). We
consider a retransmission policy that employs frequency hop-
ping to improve the retransmission success probability for the
packets suffering deep fading. We investigate how to satisfy the
quality-of-service (QoS) with retransmission by taking downlink
transmission as an example. End-to-end (E2E) delay components,
including transmission delay, queueing delay and backhaul la-
tency, and packet loss components, including transmission error
probability and E2E delay violation probability are considered.
Resource allocation for the retransmission policy is optimized.
Numerical results show that the requirement on transmission
error probability can be significantly relaxed with retransmission,
which does not compromise the E2E delay requirement owing
to the short packets in URLLC. Simulation results indicate that
more users can be supported with QoS guarantee compared to a
counterpart system without retransmission, and the performance
gain increases with the times of retransmissions.

Index Terms—Ultra-reliable and low-latency communications,
retransmission, quality-of-service, short blocklength

I. INTRODUCTION

Ultra-reliable and low-latency communications (URLLC)
is critical to support emerging mission critical applications
in tactile internet, autonomous vehicle networks, and smart
factories of the fifth generation (5G) cellular networks [1, 2].

Retransmission is a natural way to achieve ultra-high re-
liability (e.g., 99.999% ∼ 99.99999%). However, due to
the ultra-low latency requirement in URLLC, the end-to-end
(E2E) delay (e.g., 1 ms) is typically shorter than the channel
coherence time. Thus, successive retransmissions to a user
suffering deep fading are more likely also unreliable, and
the reliability can hardly benefit from standard retransmission
techniques such as automatic repeat request (ARQ). A method
to deal with such problem is to combine retransmission
with various diversities. A cooperative ARQ was studied
in machine-to-machine communications [3], where macro-
diversity was combined with retransmission. The results in
[3] show that the cooperative ARQ can increase the reliability
by several orders of magnitude.

In [3], Shannon’s capacity was employed, which is accurate
to approximate the maximal achievable rate when the block-
length of channel code is large. However, due to the small
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packet size (e.g., 20 bytes) [1] and short transmission delay,
the blocklength is very short in URLLC. More importantly,
to ensure the stringent quality-of-service (QoS) requirements
imposed on both delay and reliability, the data rate and
transmission error probability should be jointly considered
in URLLC, in contrast to traditional communication systems.
While Shannon’s capacity is widely used to optimize resource
allocation for traditional systems, it cannot characterize the
connection between the achievable rate and the transmission
error probability, whose impact on the reliability of URLLC
can never be ignored.

An accurate approximation of the achievable rate in short
blocklength regime has been derived in [4] and was employed
in [5–9] to study how to ensure QoS in URLLC. In [5],
bandwidth allocation was optimized to ensure the reliable
communication between two devices in a cellular network
with limited transmission attempts, where uplink (UL) and
downlink (DL) transmission delay were jointly considered.
Optimal power allocation was derived in closed-form for
ARQ in [6], achieving low outage probability. However, the
impact of queueing delay was not taken into account in [5,6],
which was shown non-negligible in [7] and was addressed in
[8,9]. Nonetheless, retransmission was not considered in [7–9].
When retransmission is allowed, the mechanism to satisfy
both the E2E delay and the overall packet loss probability
by adjusting among delay and reliability components will
change. How to model and ensure the QoS of URLLC with
retransmission is not well-understood.

In this paper, we investigate the benefit of using retrans-
mission in URLLC. We first present a retransmission policy,
where the packets failed in previous transmission are allowed
to be retransmitted. An individual subchannel is assigned to
each retransmission of a packet, such that the packets failed
to be transmitted in previous frame can be retransmitted at the
same time with the first-time transmission of the newly arrived
packets. Frequency hopping is employed for retransmission
to exploit frequency diversity. We proceed to show how to
ensure the QoS with such a retransmission policy, and optimize
the resources allocated to each transmission of a packet for
the policy. Transmission delay, queueing delay and backhaul
latency are considered in the E2E delay, and transmission error
probability and E2E delay violation probability are controlled
to satisfy the reliability requirement. Numerical and simulation
results show that, with more retransmissions the requirement
on transmission error probability can be relaxed, as expected,
which can simplify the coding design for URLLC. Moreover,
higher spectral efficiency can be achieved, owing to the short



packets, one of the unique traffic feature of URLLC.

II. SYSTEM MODEL

Consider a cellular network, where each base station (BS)
with Nt antennas serves K single-antenna users with band-
width Wmax. The maximal transmit power of each BS is Pmax.
Since interference is detrimental to reliability, we consider to
avoid multi-user interference by frequency division multiple
access (say by orthogonal frequency division multiple access),
and avoid strong inter-cell interference by frequency reuse
among adjacent cells.

Time is discretized into frames. The duration of each frame
is Tf . The duration for UL or DL transmission in one frame is
τ <Tf . Time division duplex is used as an example [10], while
the analysis is also applicable to frequency division duplex.

A. Achievable Rate with Short Blocklength

In URLLC, the blocklength of channel coding is short
due to the required low E2E latency. Further considering
the high reliability requirement, the packet loss caused by
transmission errors cannot be ignored. The Shannon’s Capacity
cannot characterize the transmission error probability, denoted
as εc. In typical application scenarios of URLLC, the channel
coherence time is longer than the E2E delay, and thereby the
channel is quasi-static. Besides, the packet size in URLLC is
small, hence it is reasonable to assume that the bandwidth
allocated for transmitting each packet is less than the channel
coherence bandwidth. In quasi-static flat fading channel, when
channel state information is available at the transmitter and
receiver, the maximal achievable service rate of the kth user
can be accurately approximated as [4],

sk ≈ τWk

uTf ln2

[
ln

(
1 +

αkgkPk

N0Wk

)
−
√

Vk

τWk
Q−1

G (εc)

]
, (1)

where u is the number of bits contained in each packet, Wk

and Pk are the bandwidth and transmit power allocated to the
kth user, respectively, αk and gk are the large-scale channel
gain and small-scale channel gain of the kth user, respectively,
N0 is the single-side noise spectral density, Q−1

G (x) is the
inverse of the Gaussian Q-function, and Vk is the channel
dispersion given by [4]

Vk = 1− 1(
1 + αkgkPk

N0Wk

)2 . (2)

Although the achievable rate is in closed-form, it is still
too complicated to be tractable for optimizing resource allo-
cation. Fortunately, to ensure ultra-low latency and ultra-high
reliability, the system should operate in high SNR level. As
shown in [11], if SNR is higher than 10 dB, Vk≈1 is accurate.
Even when the SNR is not high, we can obtain a lower bound
of the achievable rate by substituting Vk ≈ 1 into sk. If the
required εc can be satisfied with the lower bound, it can also
be satisfied with the achievable rate in (1).

B. QoS Requirement

The QoS requirement of the users supported by URLLC
can be characterized by ensuring both E2E delay Dmax and
overall packet loss probability εmax.

We consider a local communication scenario, e.g., au-
tonomous vehicle communications and smart factory [2],
where the communication distance is within the coverage of
adjacent cells. Then, propagation delay can be ignored, and the
delay components includes backhaul latency, queueing delay,
and transmission delay in the UL and DL. The reliability
components highly depend on whether or not we allow re-
transmission, as detailed in the sequel.

III. QOS REQUIREMENT WITHOUT RETRANSMISSION

To help understand how retransmission changes the way in
ensuring the QoS, we first state the QoS components for a
system without retransmission in this section.

With one-hop backhaul link, the backhaul latency can be
regarded as deterministic and identical for different users,
denoted as Db. Since the packets target to each user arrive
at the buffer of BS randomly, and the inter-arrival time
between packets could be shorter than the service time (i.e.,
transmission duration) of each packet, queueing delay cannot
be ignored. We consider a queueing model that the packets for
different users wait in different queues. Denote the queueing
delay of a packet for the kth user as Dq

k, its UL and DL
transmission delay as Du

k and Dd
k , respectively. Since Dq

k is
random, the E2E delay requirement can be expressed as

Pr
{
Du

k +Dd
k +Dq

k +Db ≥ Dmax

}
≤ εe, (3)

where εe is the required E2E delay violation probability.
As shown in [7], for Rayleigh fading channel or Nakagami-

m fading channels, the transmit power required to ensure
transmission error probability and (Dmax, ε

e) is unbounded
when the small-scale channel gain is close to zero, which
exceeds Pmax. To ensure the QoS with finite transmit power,
a proactive packet dropping mechanism was proposed in [7].
Denote the proactive packet dropping probability in UL and
DL transmission as εpu and εpd, respectively. Then, to ensure
the reliability of URLLC without retransmission, the overall
packet loss probability requirement can be expressed as

1− (1− εcu)(1− εcd)(1− εpu)(1− εpd)(1− εe)

≈εcu + εcd + εpu + εpd + εe ≤ εmax, (4)

where εcu and εcd are transmission error probabilities required
for UL and DL. Such approximation is accurate because each
probability is small.

To satisfy the reliability requirement in (4), the probability
of each packet loss component should be extremely small.
Very low εcu and εcd make coding design challenging. Very
small value of εpu and εpd require very high transmit power
[7]. One way to relax the requirement on εcu and εcd is
to introduce retransmission mechanism. With retransmission,
proactive packet dropping becomes unnecessary.
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Fig. 1. A retransmission policy with frequency hopping.

IV. A RETRANSMISSION POLICY

In this section, we propose a retransmission policy and
derive the required radio resources to support the QoS. For
easy exposition, we take DL transmission as an example.

A. Retransmission with Frequency Hopping

When a packet is not transmitted successfully in a frame,
the packet will be retransmitted at the same service rate in the
next frame, as shown in Fig. 1. Since the E2E delay is typically
shorter than the channel coherence time, a user suffering from
deep fading in a frame may still experience deep fading in the
subsequent frames. In such scenario, frequency hopping can
be employed for retransmission. The separations between the
frequency bands assigned to the multiple transmissions for a
packet should be larger than the channel coherence bandwidth,
such that the small-scale channel gains in the transmissions
are independent. Note that sometimes a user (say the kth user
in Fig. 1) may have some new packets to receive in each
frame. For instance, when some packets that are not received
successfully in the nth frame are retransmitted in the n+1th
frame, some new packets may also need to transmit to the user
in the n+1th frame. In order not to affect the transmission
for the newly arrived packets, different subchannels are used
for retransmissions, i.e., the failed packets are retransmitted in
the same frame as the transmission of the new packets.

Denote NR≥0 as the maximum number of times allowed to
retransmit each packet. NR=0 means that no retransmission is
allowed, which corresponds to the non-retransmission policies
[7–9]. If the number of times to retransmit a packet has not
reached NR, the failed packet will be retransmitted in the next
frame. Otherwise, the packet is lost.

B. Ensuring the QoS with Retransmission

Since the packets to be retransmitted on each subchannel are
the packets failed to be transmitted in previous transmission,
the “arrival rate” of these packets at the BS is not higher
than the service rate of previous transmission. By setting the
service rate of each retransmission for a packet equal to the
service rate of the first-time transmission for the packet, the
retransmitted packets will not accumulate into a queue. Then,
there is no queueing delay for retransmissions, and only the
queueing delay for the first-time transmission needs to be
considered to ensure the E2E delay.

Since ensuring E2E delay is meaningless for a packet that
is not successfully received by a user, we only consider the
E2E delay of the packets that can be successfully transmitted
within NR retransmissions. Let M denote the number of
times for retransmitting a packet that ensures the packet to
be transmitted successfully. If M > NR, then the packet is
lost due to the exhaustion of retransmissions.

With the retransmission policy, the total delay of a packet
caused by the UL and DL transmissions for the kth user, i.e.,
Du

k +Dd
k , is a random variable, because M is random. For

the case that a packet is successfully received by the kth user
in the mth retransmission, Du

k+Dd
k = (m+1)Tf for a time

division duplex system. The E2E delay violation probability
in this case can be expressed as

Pr
{
Du

k+Dd
k+Dq

k+Db≥Dmax|M=m
}
=Pr

{
Dq

k≥Dq
max,m

}
,

(5)

where Dq
max,m,Dmax−Db−(m+1)Tf . Then, the E2E delay

requirement in (3) can be rewritten as
NR∑
m=0

Pr{M = m | M ≤ NR}Pr
{
Dq

k ≥ Dq
max,m

}
≤ εe. (6)

Since we consider DL as an example, in the sequel we
denote the DL transmission error probability in the mth
retransmission as εcm, 0≤m≤NR, where m=0 indicates the
first-time transmission. If the service rate required to ensure
εcm and (Dmax, ε

e) cannot be achieved with finite transmit
power due to channel fading, instead of being proactively
dropped, some packets will wait for retransmission and not
be served in the current transmission.

Denote εhm as the probability that a packet has to wait
for next retransmission in the mth retransmission. Then, the
retransmission probability of the packet can be expressed as
1−(1−εcm)(1−εhm)≈ εcm+εhm, and the probability that the
packet failed to be transmitted in all the m retransmissions
can be accurately approximated as

Pr {M > m} ≈
m∏
i=0

(εci + εhi ). (7)

Hence, we have

Pr {M = m | M ≤ NR}

≈Pr {M > m− 1} − Pr {M > m}
1− Pr {M > NR}

=

∏m−1
i=0

(
εci + εhi

)
−
∏m

i=0

(
εci + εhi

)
1−

∏NR

i=0

(
εci + εhi

)
=

(
1− εci − εhi

)∏m−1
i=0

(
εci + εhi

)
1−

∏NR

i=0

(
εci + εhi

) , pm. (8)

Since a packet will be lost if it cannot be successfully
transmitted within NR retransmissions or will be useless if
its’ E2E delay exceeds Dmax, the reliability requirement with
the considered retransmission policy can be expressed as

1− (1− Pr {M > NR}) (1− εe)



≈Pr {M > NR}+ εe

≈
NR∏
i=0

(
εci + εhi

)
+ εe ≤ εDmax, (9)

where εDmax is the maximum packet loss probability allowed
for DL transmission in order to satisfy the overall reliability.
Again, the approximations are accurate since the probabilities
are very small. From (9) we can see that, given εe, the
probabilities εcm and εhm increase with NR. This indicates that
the reliability of each transmission can be relaxed with more
retransmissions.

According to the analysis in [7], when queueing delay
is shorter than coherence time, the service rate is constant
within the queueing delay bound of each packet, and then
effective bandwidth can be used to control the queueing delay
and queueing violation probability. An upper bound of the
queueing violation probability is given in [7] as follows,

Pr{Dq
k ≥ Dq

max,m} ≤ exp
[
−θkE

B
k (θk)D

q
max,m

]
, (10)

where EB
k (θk) is the effective bandwidth for the kth user, and

θk is the QoS exponent reflecting the performance in terms of
queue length [12].

Then, by substituting (10) into (6), a conservative constraint
on the E2E delay can be obtained as,

NR∑
m=0

pm exp
[
−θkE

B
k (θk)D

q
max,m

]
= εe, (11)

with which the constraint in (6) can be satisfied.
For a Poisson process, which is a typical arrival process

in vehicle communication scenarios and other machine type
communication scenarios [13,14], the effective bandwidth can
be derived as [7]

EB
k (θk) =

λk

Tfθk

(
eθk − 1

)
, (12)

where λk is average arrival rate of the packets desired by the
kth user.

Substituting (12) into (11), θk can be solved numerically,
and then the effective bandwidth required to ensure the E2E
delay can be obtained by substituting θk into (12). For nota-
tional simplicity, (θk) will be omitted from EB

k (θk) in the rest
of the paper.

When there are packets to be transmitted to the kth user,
(Dmax, ε

e) can be ensured when the service rate is equal to
or higher than the effective bandwidth. Substituting (1) and
Vk≈1 into sk≥EB

k , we can obtain the transmit power required
to ensure εcm and (Dmax, ε

e), i.e.,

Pk,m ≥ N0Wk,m

αkgk,m

{
exp

[
uTfE

B
k ln 2

τWk,m
+

Q−1
G (εcm)√
τWk,m

]
− 1

}
, yk,m(Wk,m, EB

k ), (13)

where Pk,m and Wk,m are the transmit power and bandwidth
allocated to the kth user for the mth retransmission, respec-
tively, and gk,m is the small-scale channel gain of the kth user

in the mth retransmission. Here, Wk,m is in fact the bandwidth
of the subchannel for the kth user in the mth retransmission.

It is worthy to notice that when NR increases, the transmis-
sion delay increases, and then the queueing delay requirement
becomes more stringent in order to ensure the E2E delay.
As a result, a larger effective bandwidth is required. Since
yk,m(Wk,m, EB

k ) increases with EB
k , the required transmit

power will increase with NR. On the other hand, however,
more transmit power can be saved by relaxing the reliability
requirement for each transmission when NR grows. As to
be shown by simulation in Section VI, more users can be
supported by more retransmissions with QoS guarantee for
given system resources.

V. RESOURCE ALLOCATION OPTIMIZATION FOR
RETRANSMISSION POLICY

To evaluate the potential of the proposed retransmission
policy, we optimize resource allocation for the system with
retransmission in this section.

If a user has no packet to receive in a frame, then the BS will
not allocate power and bandwidth to the user in the frame. The
bandwidth and power allocated to the users that have packets
to receive are optimized to minimize the total transmit power
required to ensure εcm, (Dmax, ε

e) according to the large-scale
and small-scale channel gains.

The resource allocation optimization problem can be for-
mulated as

min
Pk,m,Wk,m

K∑
k=1

NR∑
m=0

Pk,m (14)

s.t.
K∑

k=1

NR∑
m=0

Wk,m ≤ Wmax, (15)

(13), Pk,m > 0, Wk,m > 0,

k = 1, 2,· · · ,K, m = 0, 1,· · · , NR.

The total transmit power
∑K

k=1

∑NR

m=0 Pk,m is a random
variable depending on the small-scale channel gains. Some
packets need to wait for next time retransmission when∑K

k=1

∑NR

m=0 Pk,m > Pmax. When the total transmit pow-
er is minimized for any given small-scale channel gains,
the optimization is equivalent to minimizing the probabil-
ity that the packets have to wait for retransmission, i.e.,
Pr{

∑K
k=1

∑NR

m=0 Pk,m>Pmax}.
Although problem (14) is non-convex due to the non-

convex function yk,m(Wk,m, EB
k ) in constraint (13), it has

been proved as equivalent to the following convex problem
in [8, 9],

min
Pk,m,Wk,m

K∑
k=1

NR∑
m=0

Pk,m (16)

s.t. (13), (15), Wk,m≤W th
k,m, Pk,m>0, Wk,m>0,

k = 1, 2,· · · ,K, m = 0, 1,· · · , NR,

where W th
k,m is the minimum point of yk,m(Wk,m, EB

k ) for a
given EB

k . Then, problem (16) can be solved [15].



In what follows, we show how to implement the proposed
retransmission policy with the optimized resource allocation
by a BS with maximal transmit power Pmax.

Denote the minimized total transmit power in problem (16)
as P ∗

tot. When P ∗
tot≤Pmax, the global optimal transmit power

and bandwidth allocation can be obtained by solving problem
(16). When P ∗

tot > Pmax, some packets have to wait for
retransmission according to the following procedure.

For easy exposition, we use index (k,m) to denote the
subchannel assigned to the kth user for the mth retransmission.
The number of packets waiting for retransmission but should
have been transmitted on subchannel (k,m) is denoted as
dk,m, whose initial value is zero.

When P ∗
tot>Pmax, a packet to be transmitted on subchannel

(k′,m′) with the lowest channel gain will be removed from
the service list of current frame, waiting for the next time re-
transmission, and dk′,m′ increases by 1. If there is no packet to
be transmitted on subchannel (k′,m′) with the updated service
list, Pk′,m′ =0, Wk′,m′ =0. Otherwise, since some packets are
removed from the service list for subchannel (k′,m′) with rate
dk′,m′/Tf , the requirement (Dmax, ε

e) can be ensured when
the service rate is EB

k′−dk′,m′/Tf . Hence, the transmit power
requirement for subchannel (k′,m′) in problem (16) can be
relaxed to Pk′,m′ ≥yk′,m′(Wk′,m′ , EB

k′−dk′,m′/Tf). Then, the
resources are reallocated by solving problem (16). If P ∗

tot >
Pmax still holds with the newly allocated resources, more
packets need to wait for retransmission until P ∗

tot≤Pmax.

VI. SIMULATION AND NUMERICAL RESULTS

In this section, we first show the impact of the maximum
number of retransmission times on the required transmission
error probability as well as the tradeoff between transmission
delay and queueing delay via numerical results. Then, we
evaluate the packet loss probabilities in DL transmission with
and without retransmission, and the bandwidth required to
ensure the QoS via simulations.

We consider a single cell scenario, where all users are
located at the edge of the cell (i.e., the worst case), and
the user-BS distance is 250 m. Rayleigh fading channel is
considered. Other parameters are listed in Table I, unless
otherwise specified. According to the parameters, the delay for
a packet with eight retransmissions will exceed Dmax, hence
in what follows we consider NR=0 ∼ 7.

Optimizing the combination of the reliability components
can enhance the system performance, which however leads to
intractable optimization. According to [7], the optimal solu-
tions of the reliability components in the non-retransmission
policy are in same order of magnitude. To make the policies
with and without retransmission comparable, for the non-
retransmission policy we simply set εc = εp = εe = εDmax/3,
and for the retransmission police we set εe=εDmax/3, and set
εcm = εhm = NR+1

√
2εDmax/3/2, m = 0, 1,· · ·, NR such that the

equality in constraint (9) is satisfied.
According to the above setup, the numerical results of the

required transmission error probability to ensure the E2E delay
and overall reliability with different values of NR are shown

TABLE I
SIMULATION PARAMETERS

Max. DL packet loss probability εDmax 10−5

E2E delay requirement Dmax 1 ms
Duration of each frame Tf 0.1 ms
Duration of DL transmission τ 0.05 ms
Backhaul latency Db 0.1 ms [16]
Max. transmit power of BS Pmax 43 dBm
Available bandwidth for DL Wmax 20 MHz
Number of transmit antennas of BS Nt 4

Single-sided noise spectral density N0 −173 dBm/Hz
Packet size u 20 bytes [1]
Packet arrival rate λk 2000 packets/s
Path loss model 10 lg(αk) 35.3 + 37.6 lg(dk)

TABLE II
TRANSMISSION ERROR PROBABILITIES WITH DIFFERENT NR .

NR 0 1 2 3

εcm 3.33×10−6 1.29×10−3 9.41×10−3 2.54×10−2

NR 4 5 6 7

εcm 4.61×10−2 6.86×10−2 9.11×10−2 1.13×10−1

in Table II. The results show that εcm is significantly increased
by using retransmission. Only by retransmitting once, εcm is
in the level of 10−3.

To understand why so many times of retransmissions do
not make the E2E delay harder to ensure, we provide the
complementary cumulative distribution functions (CCDFs) of
transmission delay and queueing delay in Fig. 2, which are
numerically computed with (7) and the right-hand side of (10),
respectively. We can observe a tradeoff between transmission
delay and queueing delay as NR increases, and the queueing
delay does not increase significantly until NR = 7. Essentially,
this is because the packets are with small size in URLLC,
which can be transmitted in a short time compared with the
average inter-arrival time between packets. Further considering
the randomness of packet arrival and wireless channel, the
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Fig. 2. CCDF of transmission delay (left) and queueing delay (right).
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probability that a packet both undergoes deep fading during
transmission and waits in long queue is low. When a packet
needs retransmission, the queue for the packet is more likely
empty, hence more transmission delay is allowed without
queueing delay. This suggests that pre-assigning a queueing
delay requirement according to the E2E delay requirement is
too conservative in URLLC.

Fig. 3 shows the DL packet loss probabilities with different
number of users. The results of NR=2, 4, 6 are similar, hence
are omitted. The results are obtained via simulations over 107

Rayleigh fading channel realizations. The maximum numbers
of users can be supported with QoS guarantee, which reflects
the system capacity, are pointed out by arrows. It can be found
that with given system resources, the capacity increases with
NR. Compared with the non-retransmission policy (NR=0),
the capacity gain is 30% with the seven-times retransmission
policy (NR=7).

Fig. 4 shows the total bandwidth required to ensure the QoS.
The results show that less bandwidth is required to serve a
given number of users with more retransmissions. Around 30%
of bandwidth can be saved with the seven-times retransmission
policy compared with the non-retransmission policy.

VII. CONCLUSION

In this paper we investigated how to ensure the stringent
QoS of URLLC by a retransmission policy with frequency
hopping, and optimized the resource allocation for the policy.
Numerical results showed that with the optimized retransmis-
sion policy, the requirement for transmission error probability
can be relaxed significantly, and the transmission delay and
queueing delay can be traded off by retransmission. Simulation
results showed that the performance gain of retransmission
increases with the times of retransmission. Compared with the
non-retransmission policy, a 30% gain on the maximal number
of users with QoS guarantee can be achieved with seven-
times retransmission policy when the resources are given, and
around 30% of bandwidth can be saved when the number of
users is given. These results indicate that a proper designed
retransmission policy has large potential for URLLC, thanks
to its traffic with short packets.
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