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Abstract

In this paper, we aim to find the global optimal resource allocation for ultra-reliable and low-latency communications (URLLC), where the blocklength of channel codes is short. The achievable rate in the short blocklength regime is neither convex nor concave in bandwidth and transmit power. Thus, a non-convex constraint is inevitable in optimizing resource allocation for URLLC. We first consider a general resource allocation problem with constraints on the transmission delay and decoding error probability, and prove that a global optimal solution can be found in a convex subset of the original feasible region. Then, we illustrate how to find the global optimal solution for an example problem, where energy efficiency (EE) is maximized by optimizing antenna configuration, bandwidth allocation, and power control under the latency and reliability constraints. To improve the battery life of devices and EE of communication systems, both uplink and downlink resources are optimized. Simulation and numerical results validate the analysis and show that the circuit power is dominated by the total power consumption when the average inter-arrival time between packets is much larger than the required delay bound. Therefore, optimizing antenna configuration and bandwidth allocation without power control leads to minor EE loss.
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I. INTRODUCTION

Ultra-reliable and low-latency communications (URLLC) has been considered as one of the new application scenarios in the fifth generation (5G) cellular networks [2]. It is crucial for enabling mission-critical applications such as autonomous vehicle communications, factory automation and haptic communications [3,4]. To ensure the stringent end-to-end (E2E) delay including transmission delay, coding and processing delay, queueing delay, and routing delay in backhaul and core networks, it is necessary to develop new enabling transmission algorithms, network architecture and protocols [5].

In the Long Term Evolution systems, the minimal time unit for resource allocation is 1 ms [6], and hence cannot satisfy the E2E delay requirement of URLLC. To reduce latency, one of the key major reforms will be to employ a short frame structure [7]. With the short frame structure and short packets in URLLC, the blocklength of channel codes is short. The way to characterize the relationship among achievable rate, decoding error probability, and transmission delay in the short blocklength regime is fundamentally different from that in the long blocklength regime, where Shannon’s capacity is applied [8]. If Shannon’s capacity is used in designing resource allocation or analyzing the performance of URLLC, the reliability and latency will be underestimated [9], and hence the quality-of-service (QoS) cannot be satisfied.

A. Related Works

Transmission scheme and resource allocation for URLLC have been studied in existing literatures [10–12]. Outage probability was utilized in these works to characterize the relationship among data rate, reliability and delay. The basic assumption is that if the signal-to-noise-ratio (SNR) is higher than a threshold such that Shannon’s capacity is higher than the required data rate, then the packets are transmitted successfully. Otherwise, the transmission fails, and the packets are lost. Since the blocklength is short in URLLC, the decoding error probability is non-zero for arbitrarily high SNR. As a result, the existing outage probability based on Shannon’s capacity cannot be applied in the short blocklength regime. The decoding error probability in
the short blocklength regime should be taken into account when formulating a constraint on the reliability.

In a seminal work in [13], the authors derived an accurate approximation on the maximal achievable rate in the short blocklength region over AWGN channel. The result was extended to multiple antenna systems over the quasi-static channel in [14]. The maximal achievable rates obtained in [13,14] are inevitable in portraying decoding error probability, and have been applied in spectrum sharing networks [15], relay systems [16], energy-efficient packet scheduling [17], and cross-layer resource allocation [18]. However, the expression of the achievable rate is still complex, which is neither convex nor concave with respect to radio resources [17]. As a result, how to obtain the optimal solution when characterizing the QoS requirements of URLLC with such an achievable rate remains as an open challenge [19].

Resource allocation is usually optimized towards improving spectrum efficiency or energy efficiency (EE), which are important metrics in 5G communications [20]. Energy efficient resource allocation has been extensively studied for traditional best effort or real-time services. In the typical URLLC scenarios, the required E2E delay (around 1 ms) is shorter than the channel coherence time. According to the studies in [21], when the delay bound approaches to the channel coherence time, the transmit power required to ensure the QoS requirements becomes unbounded. As a result, EE of URLLC is much lower than traditional real-time services with longer delay requirement. On the one hand, most of the power of cellular networks is consumed by BSs. To improve energy efficiency, resource optimization with short blocklength channel codes was studied for downlink (DL) data transmission in orthogonal and non-orthogonal multiple access systems [17, 22]. On the other hand, mobile devices have limited battery capacity in many mission-critical internet-of-thing applications [5]. To prolong the battery life, wireless energy transfer and transmit power optimization were studied for uplink (UL) short packet transmission [23, 24]. However, to ensure the E2E delay and overall reliability of URLLC, UL and DL resources should be jointly allocated [25]. This calls for new solutions for joint UL and DL resource allocation to improve the EE of URLLC.

B. Our Contributions

In this paper, we aim to find the global optimal resource allocation for URLLC, where the achievable rate in the short blocklength regime is applied. We first study a general resource
allocation problem, and show how to find the global optimal solution. Then, we illustrate our method in a concrete EE maximizing problem, where the number of active antennas, bandwidth allocation, and power control are jointly optimized. The decoding error probability, queueing delay violation probability and proactive packet dropping probability are considered in the overall reliability. The UL and DL transmission delays, queueing delay and backhaul delay are taken into account in the E2E delay. The major contributions of this paper are summarized as follows:

- We show how to find the global optimal solutions of resource allocation problems for URLLC, where the QoS constraint is non-convex due to using the maximal achievable rate in the short blocklength regime. We analyze two properties of the non-convex constraint in medium and high SNR regime, i.e., higher than 5 dB, which is relevant in URLLC for ensuring the stringent QoS requirement. With the properties, we show that the global optimal solution lies in a convex subset of the feasible region. By narrowing down the feasible region, the optimization problem becomes convex, whose solution can be found with well-established methods.

- We take energy-efficient resource allocation for URLLC as an example to show how to optimize the number of active antennas, bandwidth allocation, and power control under the non-convex QoS constraint. By applying the properties, we find the global optimal solution. Numerical results demonstrate a remarkable gain of the proposed solution over that with a fixed number of antennas or that with equal bandwidth allocation among different devices. When the average inter-arrival time between packets at each device is much larger than the required delay bound, circuit power is dominated in the total power consumption, and then the EE loss is minor by optimizing antenna configuration and bandwidth allocation without power control.

The rest of this paper is organized as follows. Section II reviews the achievable rate in the short blocklength regime, and derive two properties of the achievable rate which are useful for optimizing resource allocation for URLLC. Section III presents an example system model in URLLC. In Section IV, we formulate an optimization problem that maximizes EE. In Section V, antenna configuration, bandwidth allocation, and power control are optimized. Simulation and numerical results are presented in Section VI. Finally, we conclude our work in Section VII.
II. Achievable Rate and Properties for Resource Allocation in URLLC

In this section, we first introduce the achievable rate in short blocklength regime obtained in [14], and discuss the basic assumptions when the achievable rate is applied in URLLC. Then, we consider a general resource allocation problem for URLLC. To find a global optimal solution of the problem, we come up with two properties about the transmit power constraint that is derived from the constraint on the achievable rate in the short blocklength regime. With these two properties, the global optimal resource allocation can be found with some well-established methods. Finally, we discuss possible application scenarios of these properties.

A. Achievable Rate in the Short Blocklength Regime

Shannon’s capacity has been widely used to characterize the maximal achievable rate in traditional services (e.g., [26]) where the blocklength can be sufficiently long, which is jointly convex in bandwidth and transmit power. However, data cannot be transmitted without error with limited blocklength. In URLLC, the blocklength of channel coding is short due to low-latency requirement and small packet size (e.g., 20 bytes [2]), and hence the impact of decoding error is more prominent and cannot be ignored. Shannon’s capacity cannot characterize the decoding error probability. Besides, the maximal achievable rate in the short blocklength regime is lower than Shannon’s capacity. If Shannon’s capacity is used in optimizing resource allocation for URLLC, the latency and reliability will be underestimated [27]. Therefore, the achievable rate in the short blocklength regime is inevitable in optimizing resource allocation for URLLC.

For an interference-free single antenna system subject to quasi-static flat fading channel, the maximal achievable rate in short blocklength regime can be accurately approximated by [14],

\[ r \approx \frac{W}{\ln 2} \left[ \ln \left( 1 + \frac{\alpha g P}{\phi N_0 W} \right) - \sqrt{\frac{V}{\tau W}} Q^{-1}(\varepsilon_c) \right] \text{ (bits/s)}, \]

where \( W \) and \( P \) are the bandwidth and transmit power, respectively, \( \phi > 1 \) is the SNR loss due to imperfect CSI at the transmitter [28], \( \alpha \) is the large-scale channel gain that depends on path loss and shadowing, \( g \) is the small-scale channel gain that results from multi-path effect, \( N_0 \) is

[1] With longer pilot, the channel estimation is more accurate. However, the time/frequency resources for data transmission decreases with the length of pilot. How to design channel training in short blocklength regime for URLLC have been studied in [29], and will not be discussed in our work.
the single-side noise spectral density, $\tau$ is the data transmission duration, $\varepsilon^c$ is the decoding error probability, $Q^{-1}_G(x)$ is the inverse of the Gaussian Q-function, and $V$ is the channel dispersion given by [14],

$$V = 1 - \frac{1}{\left[1 + \frac{\alpha g P}{\phi N_0 W}\right]^2} \approx 1,$$

where the approximation in (2) is very accurate when the received SNR is higher than 5 dB [27], which can be easily achieved in cellular networks (especially when supporting URLLC). On the other hand, since $V < 1$ in low SNR regime, by substituting $V = 1$ into (1), we can obtain a lower bound of the achievable rate. If the lower bound is applied in optimizing resource allocation, the reliability and delay requirements can be satisfied.

To apply (1) to URLLC, we need two assumptions:

- Each user experiences quasi-static and flat fading channel, which is reasonable for transmitting a short packet to a user with medium and low velocity. In URLLC, the packet size is small, hence the bandwidth required to transmit a packet does not exceed the coherence bandwidth, which is around 0.5 MHz [30]. On the other hand, the E2E delay requirement of URLLC is around 1 ms, which is shorter than the channel coherence time when the velocity of the user is less than 120 km/h [18]. Thus, this assumption is applicable to some outdoor applications like remote control, autonomous vehicle communications and indoor applications such as smart factory and augmented reality [3–5].

- There is no strong intra/inter-cell interference. Weak interference is treated as noise. To ensure the stringent QoS requirements of URLLC, strong interference should be avoided, which leads to severe degradation of the reliability and latency. To avoid intra-cell interference, orthogonal multiple access technologies can be applied. To avoid strong inter-cell interference, various interference coordination techniques can be employed, say setting a less-than-one frequency reuse factor (e.g., 1/3).
B. Two Properties for Resource Allocation with the Achievable Rate in Short Blocklength Regime

Let $b_{\text{req}}$ be the number of bits to be transmitted in each block. By substituting (1) into $\tau r \geq b_{\text{req}}$, the required transmit power to transmit the $b_{\text{req}}$ bits within the transmission duration is given by

$$P \geq \frac{\phi N_0 W}{\alpha g} \left\{ \exp \left[ \frac{b_{\text{req}} \ln 2}{\tau W} + \frac{Q_G^{-1}(\varepsilon_c)}{\sqrt{\tau W}} \right] - 1 \right\} \triangleq y(W),$$

where $V \approx 1$ is applied. $y(W)$ in constraint (3) is non-convex in $W$. This is because the achievable rate in (1) is non-concave with respect to transmit power and bandwidth [17]. Nevertheless, by analyzing (3) we can find the following property of $y(W)$.

**Property 1.** There is a unique solution $W^{\text{th}}$ that minimizes $y(W)$. Moreover, $y(W)$ is strictly convex in $W$ when $0 < W \leq W^{\text{th}}$.

*Proof:* Please refer to Appendix A.

To illustrate how to apply Property 1, we consider a cost function $f(W, P)$ and optimize the bandwidth and transmit power that minimize $f(W, P)$, i.e.,

$$\min_{W, P} f(W, P)$$

s.t. (3), $P > 0$, $W > 0$.  
(4a)

Based on Property 1 we can obtain the following property.

**Property 2.** If the cost function increases with bandwidth and transmit power, then the global optimal solution of problem (4) satisfies

$$W \leq W^{\text{th}}.$$  
(5)

*Proof:* Please refer to Appendix B.

Hence, the global optimal solution of problem (4) can be obtained from the following problem,

$$\min_{W, P} f(W, P)$$

s.t. (3), $P > 0$, $W > 0$, $W \leq W^{\text{th}}$.  
(6)

According to Property 1, the feasible region of problem (6) is convex. If $f(W, P)$ is convex
with respect to $W$ and $P$, problem (6) is a convex problem.

C. Possible Application Scenarios of the Properties

The two properties can be extended into many multiple antenna systems, although they are obtained in single antenna systems. For multi-input-single-output (MISO) or single-input-multiple-output (SIMO) systems, the small-scale channel gain is $g = \mathbf{h}^H \mathbf{h}^H$, where $\mathbf{h}$ is the channel vector and $(\cdot)^H$ denotes conjugate transpose. The only difference between the MISO (or SIMO) system and single-antenna system lies in the distribution of $g$. Because the properties do not rely on the channel distribution, they are also applicable to MISO and SIMO systems with different pre-coding schemes, such as maximal-ratio-transmission/combining. For multiple-input-and-multiple-output (MIMO) systems, the required transmit power depends on the eigenvalues of the channel matrix, and power control is more complex, hence there is no simple extension of these two properties.

The properties can be extended into multi-user systems with time/frequency division multiple access, orthogonal frequency division multiple access (OFDMA), or spatial division multiple access with zero-forcing (ZF) pre-coding. We take OFDMA systems as an example, where the bandwidth and transmit power allocated to the $k$th user are denoted as $W_k$ and $P_k$, respectively. Then, the cost function is $f(W_1, ..., W_K, P_1, ..., P_K)$. The proof of Property 1 is the same as in point-to-point communications, and the proof of Property 2 can be found in Appendix B with $K > 1$.

By changing the cost function, we can study different problems in URLLC. For example, to improve the spectrum efficiency, the total bandwidth should be minimized with the given data rate requirement. In this problem, $f(W_1, ..., W_K, P_1, ..., P_K) = \sum_{k=1}^{K} W_k$ is a linear function of $W_k$, and the global optimal solution can be obtained. In the following sections, we use another concrete example to illustrate how to optimize resource allocation.

III. SYSTEM MODEL FOR ILLUSTRATING RESOURCE ALLOCATION OPTIMIZATION

Improving EE is one of the major goals in 5G [31], and most mobile devices are powered by limited batteries [5]. To address these concerns and show how to use the two properties, we jointly optimize UL and DL resource allocation for improving EE of a URLLC system, where both UL and DL power consumptions are taken into account.
A. System Model

We consider a local communication scenario, where the communication distance does not exceed the area covered by a few BSs connected with one hop backhaul, as shown in Fig. 1. Each BS has $N_t$ active transmit antennas, and each mobile device has one antenna. There are two kinds of mobile devices in the network: sensors that only upload packets and users that only download packets uploaded by the sensors. A user may desire the packets from multiple sensors. Sensors first upload their packets to the accessed BS. If the packets are received by the BS and requested by users from adjacent cells, they will be forwarded by the BS to adjacent BSs via the backhaul. Then, the packets to each target user wait in a queue at the associated BS, and the BS transmits the packets to the target user. Such a scenario can be found in autonomous vehicle communications, smart factory and some augmented reality applications [3–5], where the propagation delay and latency in fiber backhaul are much shorter than 1 ms [32].

We take a frequency division duplex system as an example, where the total bandwidth $W_{\text{max}}$ is shared by UL and DL transmissions. The results can be easily extended to time division duplex systems.

![Fig. 1. System model.](image)

B. Traffic Model

Time is discretized into frames [33]. Let $T_f$ denote the duration of each frame. In UL transmission, a sensor either has a packet to transmit with probability $\kappa$ (i.e., active sensor) or stays dumb with probability $1 - \kappa$ in each frame [34]. In DL transmission, a user requests packets from multiple sensors [35]. Let $\mathcal{A}_k$ denote the set of indices of sensors that need to

2A frame is the minimum scheduling unit in the time domain, which is the mini-slot as proposed in 5G New Radio [7].
transmit packets to the $k$th user. We assume that the packet arrival processes at all sensors are independent identically distributed (i.i.d). Then, the aggregation of the packet arrival processes from multiple sensors in set $A_k$ can be modeled as a Poisson process with average arrival rate $\lambda_k \triangleq |A_k| \kappa$ packets/frame, where $|A_k|$ is the cardinality of set $A_k$ [36].

C. Channel Model

Let $\alpha_i^u$ and $h_i^u$ denote the UL large-scale channel gain and channel vector of the $i$th sensor, and let $\alpha_k^d$ and $h_k^d$ denote the DL large-scale channel gain and channel vector of the $k$th user, respectively, $h_i^u, h_k^d \in \mathbb{C}^{N_t \times 1}$. The elements of both UL and DL channel vectors follow independent complex Gaussian distribution with zero mean and unit variance. For SIMO/MISO systems with MRC/MRT [7] the UL and DL small-scale channel gains of the $i$th sensor and the $k$th user can be expressed as $g_i^u = (h_i^u)^H h_i^u$ and $g_k^d = (h_k^d)^H h_k^d$, respectively. From [1], the achievable packet service rate for the $k$th user and the $i$th sensor can be respectively expressed as follows,

$$r_k^d \approx \frac{\tau W_k^d}{u \ln 2} \left[ \ln \left( 1 + \frac{\alpha_k^d g_k^d P_k^d}{\phi N_0 W_k^d} \right) - \sqrt{\frac{1}{\tau W_k^d} Q^{-1}(\varepsilon_{c,d})} \right] \text{ (packets/frame)},$$

$$r_i^u \approx \frac{\tau W_i^u}{u \ln 2} \left[ \ln \left( 1 + \frac{\alpha_i^u g_i^u P_i^u}{\phi N_0 W_i^u} \right) - \sqrt{\frac{1}{\tau W_i^u} Q^{-1}(\varepsilon_{c,u})} \right] \text{ (packets/frame)},$$

where $u$ is the number of bits in each packet, $W_i^u$ and $P_i^u$ are the bandwidth and transmit power of the $i$th sensor, $W_k^d$ and $P_k^d$ are the bandwidth and transmit power of the $k$th user, and $\varepsilon_{c,u}$ and $\varepsilon_{c,d}$ are decoding error probabilities in UL and DL, respectively.

D. Power Model and Energy Efficiency

Considering that the resource allocation at each BS does not depend on those at other BSs, we consider the power consumption and EE in a single-cell scenario. Let $S$ and $U$ denote the sets of sensor indices and user indices that access to a BS, respectively.

The average total power consumed by the $i$th sensor is given by

$$\mathbb{E}\left\{ P_{\text{tot},i}^u \right\} = \frac{1}{\rho_i^u} \mathbb{E}\left\{ P_i^u \right\} + P_{c,u}, \quad i \in S,$$

where $\rho_i^u$ is the number of sensors in set $S$.

3 The problem with ZF pre-coding is that the distribution of $h^H h$ is unavailable, and we can hardly derive the packet loss probability with it.
where $\rho^u$ is the power amplifier (PA) efficiency of each sensor, $P^u_i$ is the transmit power of the $i$th sensor, $P^{c,u}$ is the circuit power at each sensor, and the average is taken over small-scale channel gains and packet arrival processes (similarly hereinafter).

The average total power consumed by a BS can be modelled as follows [37],

$$
\mathbb{E}\{P^d_{\text{tot}}\} = \frac{1}{\rho^d} \sum_{k \in \mathcal{U}} \mathbb{E}\{P^d_k\} + P^{\text{nt}} N_t + P^{\text{c,d}},
$$

(10)

where $\rho^d$ is the PA efficiency of the BS, $P^d_k$ is the transmit power allocated to the $k$th user, $P^{\text{nt}}$ is the circuit power consumed by each antenna at the BS, and $P^{\text{c,d}}$ is circuit power component that is independent of the number of active antennas.

The EE is defined as the ratio of the number of bits successfully received by the users to the energy consumed by the sensors and BS. For stationary packet arrival processes and channel fading, the EE is equivalent to the ratio of the average service rate to the average total power consumption, i.e.,

$$
\eta \triangleq \left(\frac{u \sum_{k \in \mathcal{U}} \lambda_k / T_f}{P_{\text{tot}}} \right) (1 - \varepsilon_{\text{max}}),
$$

(11)

where the average total power consumption is defined as a weighted sum of UL and DL average total power consumption

$$
P_{\text{tot}} \triangleq \theta \max_{i \in \mathcal{S}} \mathbb{E}\{P^u_{\text{tot},i}\} + (1 - \theta) \mathbb{E}\{P^d_{\text{tot}}\}
$$

$$
= \theta \max_{i \in \mathcal{S}} \left\{ \frac{1}{\rho^u} \mathbb{E}\{P^u_i\} + P^{c,u}\right\} + (1 - \theta) \left\{ \frac{1}{\rho^d} \sum_{k \in \mathcal{U}} \mathbb{E}\{P^d_k\} + P^{\text{nt}} N_t + P^{\text{c,d}}\right\},
$$

(12)

where $\theta \in (0, 1)$ is the weight that depends on applications. A large $\theta$ corresponds to the devices that have stringent constraint on power consumption, such as wearable devices.

The numerator of (11) is determined by the packet arrival processes instead of channel capacity or achievable rate of a wireless link. This is because we do not make the full buffer assumption (i.e., there are always enough data in the buffer awaiting for transmission [38]). For a given service, the data arrival rate is determined by the traffic. To guarantee the queueing delay requirement, the average service rate of a system is equal to or higher than the average data arrival rate. In this case, further increasing transmit power does not increase the throughput of the system. Therefore, maximizing EE in (11) is equivalent to minimizing the average total power
consumption $P_{tot}$.

IV. PROBLEM FORMULATION: MAXIMIZING EE UNDER QoS CONSTRAINTS

In this section, we formulate a resource allocation problem that maximizes EE under the QoS constraints of URLLC. We first introduce the constraints on E2E delay and overall reliability, as well as how different delay components and packet loss probabilities are ensured by power control and packet dropping policies, and derive the constraints to ensure all the QoS components. Then, we derive the objective function for the resource allocation.

A. QoS Constraints and Transmission Schemes for Guaranteeing the Constraints

![Fig. 2. E2E delay.](image)

1) E2E Delay and Overall Reliability: As shown in Fig. 2, the E2E delay $D_{\text{max}}$ consists of UL transmission delay, backhaul latency, queueing delay and DL transmission delay. We assume UL and DL transmissions are finished in two frames (i.e., one frame for each transmission). Each frame consists of three parts: the pilot for channel estimation, data transmission, and CSI feedback. With one-hop fiber backhaul, the backhaul latency is much shorter than $D_{\text{max}}$ [39], which is assumed identical to $T_i$ without loss of generality. According to the traffic model, the inter-arrival time between packets at each sensor is equal to or higher than one frame, hence the UL queueing delay is always zero. Since the packets from multiple sensors wait in a separate queue to each user, the DL queueing delay is non-zero. To ensure the E2E delay, the DL queueing delay bound can be obtained as follows,

$$D_{\text{q,d}} = D_{\text{max}} - 3T_i,$$

where the three frames are occupied by UL/DL transmissions and backhaul delay.

Let $\varepsilon_{\text{q,d}}$ be the DL queueing delay violation probability. To satisfy the queueing delay requirement with finite transmit power, proactive packet dropping mechanism can be applied [18] (to be
Let $\varepsilon^{p,u}$ and $\varepsilon^{p,d}$ denote the UL and DL proactive packet dropping probabilities, respectively. To ensure the overall reliability, the packet loss components should satisfy

$$1 - (1 - \varepsilon^{c,u})(1 - \varepsilon^{p,u})(1 - \varepsilon^{c,d})(1 - \varepsilon^{p,d}) \approx \varepsilon^{c,u} + \varepsilon^{p,u} + \varepsilon^{c,d} + \varepsilon^{q,d} + \varepsilon^{p,d} \leq \varepsilon_{\text{max}}.$$  \hspace{1cm} (14)

The approximation is very accurate since each packet loss probability is extremely small.

2) Ensuring Queueing Delay Requirement and DL Decoding Error Probability: To derive the constraint for ensuring the queueing delay requirement and DL the decoding error probability, we use the concept of effective bandwidth \cite{40}. According to the analysis in \cite{18}, if the delay violation probability is extremely small, which is true in URLLC, the effective bandwidth can be used to analyze the queueing delay at the BS for Poisson arrival processes, interrupted Poisson processes, and switched Poisson processes, where switched Poisson processes are two-state Markovian modulated Poisson processes (MMPP). According to \cite{41}, for some other arrival processes, such as discrete-time and continuous-time Markov processes and discrete-time and continuous-time MMPP, effective bandwidth is also applicable.

Since the queueing delay in URLLC is typically shorter than the channel coherence time, the service rate is constant \cite{18}. To ensure the queueing delay requirement $(D_{q,d}, \varepsilon_{q,d})$, the constant packet service rate should not be lower than the effective bandwidth \cite{40}. For a Poisson arrival process, effective bandwidth is given by \cite{18},

$$E_k^B = \frac{T_t \ln(1/\varepsilon_{q,d})}{D_{q,d} \ln \left[ \frac{T_t \ln(1/\varepsilon_{q,d})}{\lambda_k D_{q,d}} + 1 \right]} \text{ (packets/frame).} \hspace{1cm} (15)$$

The constraint that reflecting the requirements for queueing delay and DL decoding error probability can be expressed as the SNR required to support the average packet arrival rate $\lambda_k$, which can be obtained by substituting (7) into $r_k^d = E_k^B$ as,

$$\gamma_k^d = \exp \left( \frac{E_k^B u \ln 2}{\tau W_k} + \frac{Q^{-1} (\varepsilon_{c,d})}{\sqrt{\tau W_k}} \right) - 1.$$ \hspace{1cm} (16)

If the received SNR is equal to or higher than $\gamma_k^d$, then $(D_{q,d}^{\text{max}}, \varepsilon_{q,d})$ and $\varepsilon_{c,d}$ can be satisfied.

3) Ensuring DL Proactive Packet Dropping Probability: Fig. 3 (a) shows the fluctuation of the received SNR due to channel fading. When the channel is in deep fading, the received SNR can be lower than the required SNR $\gamma_k^d$ with finite transmit power. In this case, not all the $E_k^B$
packets can be served with the decoding error probability $\varepsilon_{c,d}$ in the current frame. A simple service policy is to discard all $E^B_k$ packets from the queue when the received SNR is lower than $\gamma^d_k$ to ensure queueing requirement. With such policy, the proactive packet dropping probability equals to the outage probability. However, some packets can still be served under the decoding reliability requirement when the channel is in deep fading. In this paper we adopt the service policy proposed in [18]. Only part of the $E^B_k$ packets are proactively discarded when the channel is in deep fading. In this way, the proactive packet dropping probability can be reduced. By further controlling the proactive packet dropping probability with resource allocation, the overall reliability can be ensured.

![Fig. 3. Intuition on proactive packet dropping mechanism.](image)

Let $P^d_{\text{max}}$ denote the maximal transmit power of the BS. To ensure the power constraint in DL transmission $\sum_{k \in U} P^d_k \leq P^d_{\text{max}}$, we can introduce a transmit power threshold $P^th,d_k$ to the $k$th user, which satisfies $\sum_{k \in U} P^{th,d}_k \leq P^d_{\text{max}}$, and control the power $P^d_k$ not exceeding $P^{th,d}_k$ [18].

When the channel is in deep fading, i.e., $g^d_k < \frac{\phi N_0 W^d_k \gamma^d_k}{\alpha^d_k P^th,d_k}$, the transmit power required to ensure the decoding error and queueing delay requirements is higher than $P^{th,d}_k$. As illustrated in Fig. 3 (b), some packets are transmitted at rate $s^{th}_k$, which is obtained by substituting $P^{th,d}_k$ into (7). The rest of the packets are dropped at rate $b_k = \min(E^B_k - s^{th}_k, 0)$ packets/frame [18]. If there is no packet for the $k$th user in the queue at the BS, no power will be allocated to the user. Otherwise, (16) should be ensured. Then, the power control policy can be expressed as follows

4 Another way to reduce packet loss probability is retransmission. However, whether retransmission outperforms proactive packet dropping under the same E2E delay and overall reliability requirements is unclear and deserves further investigation.
when the queue at the BS for the \( k \)th user is nonempty,

\[
P_d^k = \min \left\{ P_{k}^{\text{th,d}}, \frac{\phi N_0 W^{d,d}_{k}}{\alpha^d_k g^d_k} \right\}.
\]

(17)

As proved in Appendix C, the DL proactive packet dropping probability of the \( k \)th user can be bounded by

\[
B^d_N (g^d_{th,k}) = \int^g_{g_{th,d}} \left( 1 - \frac{g}{g_{th,d}} \right) f_{N_t} (g) \, dg
\]

\[
= \left( 1 - \frac{N_t}{g_{th,d}} \right) e^{-g_{th,d}} \sum_{n=0}^{N_t-1} \frac{(g_{th,d})^n}{n!} + e^{-g_{th,d}} \left( \frac{g_{th,d}}{N_t - 1} \right)^{N_t-1}.
\]

(18)

where \( f_{N_t} (\cdot) \) is the distribution of small-scale channel gain given the number of antennas at the BS, and \( g^d_{th,k} \) is defined as

\[
g^d_{th,k} = \frac{\phi N_0 W^{d,d}_{k} \gamma^d_k}{\alpha^d_k g^d_k}.
\]

(19)

For Rayleigh fading, \( f_{N_t} (g) = \frac{g^{N_t-1}}{(N_t-1)!} e^{-g} \) [42]. To guarantee the DL proactive packet dropping probability, the following constraint should be satisfied,

\[
B^d_N \left( \frac{\phi N_0 W^{d,d}_{k} \gamma^d_k}{\alpha^d_k g^d_k} \right) = \varepsilon^p_d.
\]

(20)

4) Ensuring UL Decoding Error and Proactive Packet Dropping Probabilities: Let \( P_{\text{max}}^u \) and \( \gamma_i^u \) be the maximal transmit power of each sensor and the SNR threshold required to ensure UL decoding error probability \( \varepsilon^{c,u} \) of the \( i \)th sensor, respectively. By substituting (8) into \( r_i^u = 1 \) (i.e., one packet is uploaded in one frame), we can derive the SNR threshold as follows,

\[
\gamma_i^u = \exp \left( \frac{u \ln 2}{W_i^u} + \frac{Q_{G}^{-1} (\varepsilon^{c,u})}{\sqrt{W_i^u}} \right) - 1.
\]

(21)

To save energy, we introduce a threshold of UL transmit power, i.e., \( P_{i}^{\text{th,u}} \leq P_{\text{max}}^u \), and ensure that the reliability can be satisfied with \( P_{i}^{\text{th,u}} \). Then, we can reduce the average UL transmit power by optimizing the value of \( P_{i}^{\text{th,u}} \).

If the received SNR with \( P_{i}^{\text{th,u}} \) is less than the required SNR, the packet is dropped proactively, and no power is transmitted from the sensor. Otherwise, channel inverse is applied to achieve
the target SNR in (21). Such a power control policy is given by

\[
P_i^u = \begin{cases} 
0, & \text{if } g_i^u < g_i^{th,u}, \\
\frac{\phi N_0 W_i^u g_i^{th,u}}{\alpha_i^u g_i^u}, & \text{if } g_i^u \geq g_i^{th,u},
\end{cases}
\] (22)

where \( g_i^{th,u} \) is a threshold of channel gain for the \( i \)th sensor defined as follows,

\[
g_i^{th,u} \triangleq \frac{\phi N_0 W_i^u g_i^{th,u}}{\alpha_i^u P_i^{th,u}}.
\] (23)

The packet will be discarded when \( g_i^u < g_i^{th,u} \), and the UL proactive packet dropping probability of the \( i \)th sensor is given by

\[
B_{N_i}^u(g_i^{th,u}) \triangleq \int_0^{g_i^{th,u}} f_{N_i}(g) \, dg = 1 - e^{-g_i^{th,u}} \sum_{n=0}^{N_i-1} \frac{(g_i^{th,u})^n}{n!}.
\] (24)

To guarantee the UL proactive packet dropping probability and UL the decoding error, the following constraint should be satisfied,

\[
B_{N_i}^u\left(\frac{\phi N_0 W_i^u g_i^{th,u}}{\alpha_i^u P_i^{th,u}}\right) = \epsilon_{p,u}.
\] (25)

B. Objective Function

In what follows, we derive the expression of \( P_{tot} \) in (12) for the considered policies to ensure the QoS. Given the power control policies in (17) and (22), we can obtain \( \mathbb{E}\{P_k^d\} \) and \( \mathbb{E}\{P_i^u\} \), which however are too complicated to obtain graceful results in resource optimization. To simplify the expressions, we consider two tight upper bounds of \( \mathbb{E}\{P_k^d\} \) and \( \mathbb{E}\{P_i^u\} \), respectively.

From the second terms in (17) and (22), we can see that the power control policies are the same as the channel inverse. When the channel is in deep fading, the transmit power with policies (17) and (22) are less than that with channel inverse due to the maximal transmit power constraints. Thus, we have \( P_k^d \leq \frac{\phi N_0 W_k^d g_k^d}{\alpha_k^d g_k^d} \) and \( P_i^u \leq \frac{\phi N_0 W_i^u g_i^u}{\alpha_i^u g_i^u} \).

From \( P_k^d \leq \frac{\phi N_0 W_k^d g_k^d}{\alpha_k^d g_k^d} \), the upper bound of the average DL transmit power of the \( k \)th user can be obtained as follows,

\[
\mathbb{E}\{P_k^d\} = \xi_k \int_0^{\infty} P_k^d f_{N_k}(g) \, dg \leq \frac{\xi_k \phi N_0 W_k^d g_k^d}{\alpha_k^d (N_k - 1)},
\] (26)

where \( \xi_k = \lambda_k / E_k^B \) is the probability that the queue at the BS for the \( k \)th user is nonempty.
From $P_i^u \leq \frac{\phi N_0 W_i^u g_i^u}{\alpha^u_i g_i^u}$, the upper bound of the average UL transmit power of the $i$th sensor can be obtained as,

$$
\mathbb{E}\{P_i^u\} = \kappa \int_0^\infty P_i^u f_{N_i}(g) \, dg \leq \frac{\kappa \phi N_0 W_i^u g_i^u}{\alpha^u_i (N_t - 1)}. (27)
$$

The upper bounds in (26) and (27) are very tight since the probabilities that $g_k^d < g_k^{th,d}$ and $g_i^u < g_i^{th,u}$ are extremely small in order to meet the ultra-high reliability requirements in (20) and (24). The expressions of $\mathbb{E}\{P_k^d\}$ and $\mathbb{E}\{P_i^u\}$ and their gaps with the corresponding upper bounds in (26) and (27) can be found in Appendix D.

Finally, an upper bound of $P_{tot}$ can be obtained by substituting (26) and (27) into (12), i.e.,

$$
P_{tot} \leq \theta \max_{i \in S} \left( \frac{\kappa \phi N_0 W_i^u g_i^u}{\rho^u \alpha^u_i (N_t - 1)} + P_i^u \right) + (1 - \theta) \left( \sum_{k \in U} \frac{\xi_k \phi N_0 W_k^d g_k^d}{\rho^d \alpha^d_k (N_t - 1)} + P_{nt} N_t + P_0 \right) \triangleq P_{UB}^{tot}. (28)
$$

C. Problem Formulation

As shown in (28), $P_{UB}^{tot}$ depends on the bandwidth allocated to each sensor or user in UL or DL, as well as the number of active antennas at the BS. Although the transmit power thresholds in UL and DL do not affect $P_{UB}^{tot}$, they control the feasible region of the bandwidth and the number of antennas. The optimization problem, which minimizes the upper bound of the average total power consumption under the QoS constraint, can be formulated as follows,

$$
\begin{align*}
\min_{P_{th,i}^u, P_{th,d}^k, W_i^u, W_k^d, N_t} & \quad P_{UB}^{tot} \\
\text{s.t.} & \quad \sum_{i \in S} W_i^u + \sum_{k \in U} W_k^d \leq W_{max}, (29a) \\
& \quad \sum_{k \in U} P_{th,d}^k \leq P_{max}^d, (29b) \\
& \quad P_{th,u}^i \leq P_{max}^u, (29c) \\
& \quad \varepsilon^{c,u} = \varepsilon^{p,u} = \varepsilon^{c,d} = \varepsilon^{q,d} = \varepsilon^{p,d} = \varepsilon_{max}/5, (29d) \\
& \quad (16), (20), (21), (25), P_{th,u}^i, P_{th,d}^k, W_i^u, W_k^d > 0,
\end{align*}
$$

where (29a) is the maximal bandwidth constraint, (29b) and (29c) are the maximal DL and UL transmit power constraints, respectively, (29d) is a near optimal combination of packet loss/error.
probabilities that ensures the overall packet loss probability in (14) and (20) and (25) guarantee the DL and UL proactive packet dropping probabilities, respectively.

**Remark 1.** Similar to (3), (16) and (21) are derived from the achievable rate in (1) (more exactly, the achievable packet service rate in (7) and (8)), respectively. In the next section, we will show how to apply the two properties provided in section II.B in solving problem (29).

V. **Energy Efficient Resource Allocation Optimization**

Problem (29) is a non-convex mixed-integer optimization problem, where the number of active antennas $N_t$ is an integer. We find the global optimal solution of this problem with a three-step method. First, we optimize the power control policy with given bandwidth and the number active of antennas. With the optimal power control policy, problem (29) degenerates into a new problem, which however is still non-convex. Then, by applying Properties 1 and 2, we find the global optimal bandwidth allocation for a given number of active antennas. Finally, with the optimal power control policy and bandwidth allocation, we show how to obtain the optimal number of active antennas.

A. **Optimal Power Control Policy**

In this subsection, we consider the case where $N_t$ is large enough such that problem (29) is feasible, and find the optimal solution of $P^{th,u}_i$ and $P^{th,d}_k$ for given $W_u^i$, $W_d^k$ and $N_t$.

Let $g_{k}^{th,d*}$ be the solution of $B_{N_t}^d(g_k^{th,d}) = \varepsilon_{\max}/5$. Substituting $g_k^{th,d} = g_k^{th,d*}$ into (19), we can obtain the expression of the DL transmit power threshold,

$$ P_{k}^{th,d} = \frac{\phi N_0 W_{k}^{d} g_k^{th,d*}}{\alpha_k^{d} g_k^{th,d*}}, \quad (30) $$

which depends on the DL bandwidth allocation. Then, constraint (29b) can be expressed as

$$ \sum_{k \in U} \phi N_0 W_{k}^{d} g_k^{th,d*} \leq P_{\max}^d. \quad (31) $$

Finding the optimal combination of these five probabilities is intractable. As discussed in [18], for DL transmission, compared with the optimal combination, setting these components equal only causes minor performance loss in transmit power. It is not hard to see that if any of these components goes to zero, then the required UL or DL transmit power goes to infinite. Setting them equal is a reasonable way to simplify the resource allocation optimization.
Similarly, let \( g_{th,u}^{*} \) be the solution of \( B_{N_d}^{u}(g_{i}^{th,u}) = \varepsilon_{\text{max}}/5 \). Substituting \( g_{i}^{th,u} = g_{th,u}^{*} \) into (23), we can obtain the expression of the UL transmit power threshold,

\[
P_{th,u} = \frac{\phi N_d W_{i}^{u} g_{i}^{th,u}^{*}}{u_i g_{th,u}^{*}},
\]

which depends on the UL bandwidth allocation. Then, constraint (29c) is equivalent to

\[
\frac{\phi N_d W_{i}^{u} g_{i}^{th,u}^{*}}{u_i g_{th,u}^{*}} \leq P_{\text{max}}^{u}.
\]

For notational simplicity, we denote

\[
y_{d} (W_{k}^{d}) \triangleq \frac{\phi N_d W_{k}^{d}}{\alpha_{d}^{k}} \left\{ \exp \left[ \frac{E_{B} u \ln 2 + Q_{G}^{-1} (\varepsilon_{c,d})}{\tau W_{k}^{d}} \right] - 1 \right\},
\]

\[
y_{i} (W_{i}^{u}) \triangleq \frac{\phi N_d W_{i}^{u}}{\alpha_{i}^{u}} \left\{ \exp \left[ \frac{u \ln 2 + Q_{G}^{-1} (\varepsilon_{c,u})}{\tau W_{i}^{u}} \right] - 1 \right\},
\]

which are obtained by substituting (16) and (21) into \( \frac{\phi N_d W_{k}^{d} g_{i}^{th,d}^{*}}{\alpha_{d}^{k}} \) and \( \frac{\phi N_d W_{i}^{u} g_{i}^{th,u}^{*}}{\alpha_{i}^{u}} \), respectively. Then, the optimal bandwidth allocation can be found from the following problem,

\[
\min_{W_{i}^{u}, W_{k}^{d}} \frac{1}{N_{t} - 1} \left[ \theta \max_{i \in S} \{ \kappa y_{i}^{u} (W_{i}^{u}) \} + \frac{1 - \theta}{\rho_{d}} \sum_{k \in \mathcal{U}} \xi_{k} y_{k}^{d} (W_{k}^{d}) \right]
\]

\[
\text{s.t.} \quad \sum_{k \in \mathcal{U}} y_{k}^{d} (W_{k}^{d}) \leq P_{\text{max}}^{d},
\]

\[
y_{i}^{u} (W_{i}^{u}) \leq P_{\text{max}}^{u},
\]

(29a), \( W_{i}^{u} > 0, W_{k}^{d} > 0 \),

where constraints (36a) and (36b) are obtained by substituting (34) and (35) into (31) and (33), respectively.

It is worthy to note that some constraints in problem (29) are not in problem (36). Specifically, constraints (16) and (21) in problem (29) are used to obtain \( y_{k}^{d} (W_{k}^{d}) \) and \( y_{i}^{u} (W_{i}^{u}) \). Constraints (20) and (25) are used to obtain channel gain thresholds \( g_{th,d}^{*} \) and \( g_{th,u}^{*} \), respectively. Therefore, the optimal solution of problem (36) satisfies constraints (16), (21), (20) and (25), and hence these constraints are not included in problem (36). Since \( P_{th,d}^{k} \) and \( P_{th,u}^{i} \) are determined by \( W_{k}^{d} \) and \( W_{i}^{u} \) according to (30) and (32), respectively, they are not included in problem (36).
B. Bandwidth Allocation Optimization

In this subsection, we still consider $N_t$ as a sufficient large constant and find the global optimal bandwidth allocation of problem (36).

Noticing that $y_u^i(W_u^i)$ and $y_d^k(W_d^k)$ have the same form as $y(W)$ defined in (3), Property 1 is also applicable to $y_u^i(W_u^i)$ and $y_d^k(W_d^k)$. Although problem (36) is slightly different from problem (4) in structure, Property 2 is still applicable. Let $W_{th,u}^i$ and $W_{th,d}^k$ denote the bandwidth that minimizes $y_u^i(W_u^i)$ and $y_d^k(W_d^k)$, respectively. According to Property 1 and Property 2, an optimal solution of problem (36) can be obtained by solving the following convex problem,

$$\min_{W_{u}^i, W_{d}^k} \frac{1}{N_t - 1} \left[ \frac{\theta}{\rho u} \max_{i \in S} \{\kappa y_u^i(W_u^i)\} + \frac{1 - \theta}{\rho d} \sum_{k \in U} \xi_k y_d^k(W_d^k) \right]$$

s.t. \quad (29a), \quad (36b), \quad (36a), \quad 0 < W_{u}^i \leq W_{th,u}^i, \quad 0 < W_{d}^k \leq W_{th,d}^k.

Let $W_{u}^i$ and $W_{d}^k$ denote the optimal bandwidth allocation.

C. Optimal Number of Active Antennas

In this subsection we study how to obtain the minimal value of $N_t$ that makes problem (37) feasible. Then, we show how to find the optimal solution for $N_t$.

Previous optimal bandwidth allocation and power control policy are obtained when $N_t$ is sufficiently large such that optimization problem (37) (equivalently, problem (36)) is feasible. To find out whether or not the problem is feasible, we study whether or not the required transmit powers in UL and DL exceed maximal transmit powers by solving the following convex optimization problem,

$$\min_{W_{u}^i, W_{d}^k, z} \left\{ \sum_{k \in U} \frac{y_d^k(W_d^k)}{g_{th,d}^k} - P_{max}^d \max_{i \in S} \left\{ \frac{y_u^i(W_u^i)}{g_{th,u}^i} \right\} \right\}$$

s.t. \quad (29a), \quad 0 < W_{d}^k \leq W_{th,d}^k, \quad 0 < W_{u}^i \leq W_{th,u}^i.

Let $z^*$ denote the minimum value of $z$ in problem (38). Then, problem (37) is feasible if and only if $z^* \leq 0$.

---

6Pointwise maximum preserves the convexity of functions [43], and thus $\max_{i \in S} \{\kappa y_u^i(W_u^i)\}$ is convex.
Let $N_t^\text{min}$ denote the minimum value of $N_t$ that makes the optimization problem feasible. When $N_t \geq N_t^\text{min}$, $P_{\text{UB}}^{\text{tot}}$ in (28) can be expressed as follows,

$$P_{\text{UB}}^{\text{tot}} = \frac{C_1}{N_t} + C_2 N_t + \theta P_{c,u} + (1 - \theta) P_{c,d},$$

(39)

where $C_1 = \frac{\theta}{\rho_u} \max_{i \in S} \{ \kappa y_i^u (W_i^{u*}) \} + \frac{1-\theta}{\rho_d} \sum_{k \in U} \xi_k y_k^d (W_k^{d*})$ and $C_2 = (1-\theta) P_{\text{nt}}$.

$C_2$ is a parameter that does not change with $N_t$. The value of $C_1$ is proportional to the objective function of problem (37). If the optimal bandwidth allocation depends on $N_t$, then $C_1$ changes with $N_t$. Otherwise, $C_1$ is a constant. Whether $W_i^{u*}$ and $W_k^{d*}$ changing with $N_t$ depends on whether constraints (36a) and (36b) are active (i.e., the equality holds [43]), because the other constraints of problem (37) do not depend on $N_t$. If $N_t$ is large enough, such that constraints (36a) and (36b) are inactive for the optimal solution, then $C_1$ does not change with $N_t$.

Let $\tilde{N}_t$ denote the minimal value of $N_t$ that makes constraints (36a) and (36b) inactive, which can also be obtained via binary search. For the case where the optimal number of antennas $N_t^*$ that minimizes $P_{\text{UB}}^{\text{tot}}$ is larger than $\tilde{N}_t$, constraints (36a) and (36b) are inactive and the optimal bandwidth allocation does not change with $N_t$. Since $C_1$ is a constant, $N_t^*$ can be obtained as,

$$N_t^* = \left \lceil \frac{1}{2} \left( 1 + \sqrt{1 + \frac{4C_1}{C_2}} \right) \right \rceil,$$

(40)

where $[x]$ is the minimal integer not less than $x$. For the case where $N_t^* \leq \tilde{N}_t$, $N_t^*$ can be found via exhaustive search in $[N_t^\text{min}, \tilde{N}_t]$.

VI. SIMULATION AND NUMERICAL RESULTS

In this section, we first illustrate Property [1] with numerical results. Then, the packet loss probability achieved by the proactive packet dropping mechanism and a reactive policy are compared. After that, we show the impact of medium and high SNR approximation ($V \approx 1$) on the average total power consumption. Finally, the power consumption and EE achieved by the proposed policy are shown with numerical results.

We consider a single-cell scenario with one BS, which serves $50 \sim 300$ sensors and $10 \sim 100$ users. The distances from the BS to the accessed users and sensors are uniformly distributed from 50 m to 250 m. Each user needs the packets from its nearby sensors with sensor-user distance less than 50 m. Other parameters are listed in Table [1] unless otherwise specified.
### TABLE I  
PARAMETERS [44]

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon_c, u = \varepsilon_p, u = \varepsilon_q, d = \varepsilon_p, d = \varepsilon_{\text{max}}/5$</td>
<td>$2 \times 10^{-8}$</td>
</tr>
<tr>
<td>E2E delay requirement $D_{\text{max}}$</td>
<td>1 ms</td>
</tr>
<tr>
<td>Duration of each frame $T_f$</td>
<td>0.1 ms</td>
</tr>
<tr>
<td>Duration of transmission $\tau$</td>
<td>0.05 ms</td>
</tr>
<tr>
<td>SNR loss coefficient $\phi$</td>
<td>1.5 (around 2 dB [45])</td>
</tr>
<tr>
<td>DL Queueing delay requirement $D_{\text{q,max}}$</td>
<td>0.7 ms</td>
</tr>
<tr>
<td>Single-sided noise spectral density $N_0$</td>
<td>$-173$ dBm/Hz</td>
</tr>
<tr>
<td>Available bandwidth $W_{\text{max}}$</td>
<td>100 MHz [2]</td>
</tr>
<tr>
<td>Packet size $u$</td>
<td>20 bytes (160 bits) [2]</td>
</tr>
<tr>
<td>Path loss model $10 \lg(\alpha_k)$</td>
<td>$35.3 + 37.6 \lg(d_k)$</td>
</tr>
<tr>
<td>Maximum transmit power of sensor $P_{\text{max}}^u$</td>
<td>23 dBm (200 mW)</td>
</tr>
<tr>
<td>Maximum transmit power of BS $P_{\text{max}}^d$</td>
<td>40 dBm (10000 mW)</td>
</tr>
</tbody>
</table>

![Figure 4](image-url)  

**Fig. 4.** Demonstration of $y(W)$, where one packet is transmitted to a user located at cell edge.

The values of $y(W)$ in (3) are illustrated in Fig. 4 where $\alpha$ is set as the path loss of a user at the edge of the cell, $g$ is set as the average small-scale channel gain when $N_t = 4$. The results show that $y(W)$ first decreases and then increases with $W$, and is minimized at $W_{\text{th}}$. We also see that $y(W)$ is concave when $W_k > W_{\text{th}}^{(0)}$, and convex when $W \leq W_{\text{th}}^{(0)}$. In the region $W \leq W_{\text{th}}$, $y(W)$ is convex in $W$.

Numerical results in Table II show the impact of approximation $V \approx 1$ on the SNR and corresponding average transmit power that are required to ensure the QoS. The results are
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TABLE II
IMPACT OF THE APPROXIMATION $V \approx 1$

<table>
<thead>
<tr>
<th>Required SNR with approximated $V \approx 1$ (dB)</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Required SNR with accurate $V$ in (2) (dB)</td>
<td>9.13</td>
<td>9.86</td>
<td>14.998</td>
<td>20.000</td>
</tr>
<tr>
<td>Average transmit power with approximated $V \approx 1$ (dBm)</td>
<td>8.110</td>
<td>10.427</td>
<td>13.557</td>
<td>17.179</td>
</tr>
<tr>
<td>Average transmit power with accurate $V$ in (2) (dBm)</td>
<td>8.023</td>
<td>10.413</td>
<td>13.555</td>
<td>17.179</td>
</tr>
</tbody>
</table>

obtained in a single user scenario, where the distance between the transmitter and receiver is 250 m. The required packet service rate is set to be 1 packet/frame. By changing the bandwidth allocated to the transmitter, the required SNR increases from 5 dB to 20 dB. By using the approximation $V \approx 1$, we can obtain an upper bound of the average transmit power. The results show that the upper bound is very tight when the required SNR is equal to or higher than 5 dB. Even for the scenario that the required SNR is 5 dB, the gap between the upper bound and the accurate average transmit power is around 1%.

TABLE III
EVALUATING THE RELIABILITY WITH THE OPTIMAL SOLUTION

<table>
<thead>
<tr>
<th>Required overall packet loss/error probability $\varepsilon_{\text{max}}$</th>
<th>$10^{-8}$</th>
<th>$10^{-7}$</th>
<th>$10^{-6}$</th>
<th>$10^{-5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Achieved overall packet loss/error probability $\varepsilon'_{\text{max}}$</td>
<td>$4.42 \times 10^{-9}$</td>
<td>$4.43 \times 10^{-8}$</td>
<td>$4.46 \times 10^{-7}$</td>
<td>$4.45 \times 10^{-6}$</td>
</tr>
</tbody>
</table>

Simulation results in Table III validate that the required overall packet loss/error probability can be achieved by the optimal solution. The simulation is carried out in the scenario with 20 users and 200 sensors. Resources are allocated according to the optimal solution of problem (37). The requirement on UL and DL decoding error probabilities are set as $\varepsilon_{\text{max}}/5$. The UL and DL proactive packet dropping probabilities and queueing delay violation probability of sensors and users are obtained through $10^{11}$ Monte Carlo trails. In each trail, Raleigh fading channel gains are randomly generated, packets randomly arrive at the sensors with the average packet arrival rate 100 packets/s, and each user desires the packets from the sensors within the range of 50 m. The highest value of each packet loss component among sensors or users is selected and summed up to obtain the achieved overall packet loss/error probability $\varepsilon'_{\text{max}}$. We can see that with the optimal resource allocation, the overall packet loss probability satisfies the reliability requirement.

To show the relation between the proactive packet dropping probability and outage probability,
we compare the service policy proposed in [18] with the policy that discards all packets when the received SNR is lower than $\gamma_k^{d}$. As mentioned ahead, the proactive packet dropping probability of the later policy equals to the outage probability. In DL transmission, the outage probability can be computed as $\Pr \{g_k^{d} < g_{th}^{d}\}$. The results in Fig. 5 show that the DL proactive packet dropping probability of the service policy in [18] is much lower than the DL outage probability. For any number of users, the gap is around one order of magnitude. This means that with the service policy in [18], the reliability can be improved significantly. In UL transmission, since there is only one packet to be transmitted in each frame, the packet is dropped when the received SNR is lower than $\gamma_i^{u}$. Thus, the UL proactive packet dropping probability is the same with the UL outage probability.

The ratio of the circuit power at the BS to the DL transmit power is shown in Fig. 6 (the results in UL transmission are similar and hence are not shown). Due to the development of hardware technologies, the circuit power of each antenna will decrease in the future. To obtain useful insights that do not change over time, we change the value of $P_{nt}$. The numerical results show that the circuit power is dominated in a wide range of $P_{nt}$ when the traffic load is not high (say 10 ~ 100 packets/s). When $P_{nt} = 2000$ mW, $P_{c,d} = 120$ mW, $P_{c,u} = 57$ mW and $\rho_u = \rho_d = 0.5$ (i.e., the values of parameters in 2020 as predicted in [37]), the circuit power dominates in all considered traffic loads. Such results seem to be counterintuitive since the required transmit power is very high when the channel is in deep fading. Nonetheless, there are
two factors leading to this result. First, to satisfy the stringent requirements with limited transmit power, a large number of antennas is required, which increases with traffic load. Second, the packets arrive randomly, such that the packet arrival time is unpredictable. In some frames with no transmission request, the transmit power is zero, but the BS and sensors cannot be turned into idle mode in order to satisfy the low latency requirements of randomly arrived packets. Thus, circuit powers at the BS and sensors are not zero even there is no packet to transmit.

To show the performance gain with bandwidth allocation and power control/allocation, in Fig. 7 we compare the minimal UL average transmit power and the maximal EE achieved by the optimal resource allocation policy (with legend “Opt. Policy”) with two baselines. The first one equally allocates the UL and DL bandwidth among different sensors and users, respectively, while the total UL and DL bandwidth are still optimized (with legend “Eq. BW”). The second one optimizes bandwidth allocation without power control/allocation (with legend “No PC”). In other words, BS always allocates $P_{th,d}^k$ to the $k$th user if the buffer of the $k$th user is not empty, and a sensor always uses maximal transmit power $P_{max}^u$ if it has packets to upload. Components of circuit powers are set as the predicted values in 2020. To reflect the impact of traffic load on the performance, different numbers of sensors and users are considered. We only provide the results when the required number of antennas does not exceed 1024.

The gap between “Opt. Policy” and “Eq. BW” policy in Fig. 7(a) is not large. This means that bandwidth allocation does not have much impact on UL average transmit power. By contrast, by
(a) UL average transmit power vs. number of sensors, where the number of users is 10 and $P_{c, u} = 57$ mW (17.6 dBm).

(b) Energy efficiency vs. number of users, where the packet arrival rate of each user is 100 packets/s.

Fig. 7. UL average transmit power and network EE, where $\theta = 0.99$.

comparing “Opt. Policy” and “No PC” policy, we can see that power control can save a large portion of average transmit power. However, the circuit power is much higher than the average transmit power when the packet arrival rate at each sensor is around 100 packets/s. As a result, in a low traffic load scenario, power control in UL transmission contributes little to reducing the power consumption at each device.

The results in Fig. 7(b) show that when the number of antennas is fixed (i.e., not opti-
mized), much more users can be supported with the optimized bandwidth allocation policy. As a result, optimizing bandwidth allocation is helpful for reducing the required minimum number of antennas to guarantee the QoS. In the case where the optimal number of antennas equals to the minimum number of required antennas, the EE achieved by the optimal bandwidth allocation policy is much higher than the baseline that allocates bandwidth equally. Furthermore, by comparing the solid curves with the dash curves, we can see that adjusting the number of active antennas according to the number of users can increase EE significantly.

VII. CONCLUSION

In this paper, we aimed to find the global optimal resource allocation for URLLC, where the achievable rate in the short blocklength regime should be employed, which is non-convex in the radio resources. By analyzing the properties of the required transmit power for ensuring the decoding error probability and the transmission delay of URLLC, we proved that a global optimal solution lies in a convex-subset of the original feasible region. By narrowing down the feasible region, the optimization problem becomes a convex optimization problem. Then, we illustrated how to apply these properties by considering an example problem, where the antenna configuration, the bandwidth allocation, and the power control were optimized to minimize a weighted sum of UL and DL average power consumption under the constraints on ultra-low E2E delay and ultra-low packet loss probability. Simulation and numerical results validated our analysis. When the average inter-arrival time between packets at each device is much larger than the required delay bound, the total power consumption is dominated by circuit power in both UL and DL transmissions. As a consequence, optimizing antenna configuration and bandwidth allocation can improve the EE of the system and the battery life of devices significantly, and adjusting transmit power according to channel fading is not necessary.

APPENDIX A

PROOF OF PROPERTY \[ \text{II} \]

Proof: \( y(W) \) can be simplified as \( y(W) = aW \left( e^{bW + \sqrt{W}} - 1 \right) \), where \( a, b \) and \( c \) are positive constants. The first order and second order derivatives of \( y(W) \) can be derived as follows,

\[
y'(W) = a \left[ \left( 1 - \frac{b}{W} - \frac{c}{2W^{3/2}} \right) e^{bW + \sqrt{W}} - 1 \right],
\]

(A.1)
\[ y''(W) = a \left( -cW^{3/2} + c^2W + 4bc\sqrt{W} + 4b^2 \right) \frac{e^{\frac{b}{W} + \frac{c}{W^2}}}{4W^3}. \] (A.2)

Let us denote \( x(\sqrt{W}) = -cW^{3/2} + c^2W + 4bc\sqrt{W} + 4b^2 \). Then, \( y''(W) = 0 \) if and only if \( x(\sqrt{W}) = 0 \). To check when \( x(\sqrt{W}) = 0 \), we replace \( \sqrt{W} \) with \( z > 0 \). The derivative of \( x(z) \) is

\[ x'(z) = -3cz^2 + 2c^2z + 4bc. \] (A.3)

It is not hard to verify that there exists a unique \( z_0 > 0 \) such that \( x'(z_0) = 0 \), and \( x'(z_0) > 0 \) in \([0, z_0), x'(z_0) < 0 \) in \((z_0, +\infty)\). Considering that \( x(0) = 4b^2 > 0 \), and \( x'(z) \) is non-negative in \([0, z_0] \), we can easily check that \( x(z) \) is non-decreasing in \([0, z_0] \), and hence \( x(z) \) is positive in \([0, z_0] \). On the other hand, when \( z \to +\infty \), \( x(z) \to -\infty \). Since \( x'(z) \) is negative in \((z_0, +\infty) \), \( x(z) \) strictly decreases with \( z \). As a result, there is a unique solution in \((z_0, +\infty) \) that satisfies \( x(z) = 0 \). Therefore, a unique value of \( W^{(0)} \) can be found such that

\[
\begin{cases}
  y''(W) > 0 & \text{if } 0 < W < W^{(0)}, \\
  y''(W) = 0 & \text{if } W = W^{(0)}, \\
  y''(W) < 0 & \text{if } W > W^{(0)}.
\end{cases}
\] (A.4)

Thus, \( y(W) \) is non-convex when \( W \in (0, \infty) \).

Now we analyze the properties of \( y'(W) \). It can be found that \( y'(W) \to 0 \) when \( W \to +\infty \). Since \( y''(W) \) is negative in \((W^{(0)}, \infty) \), \( y'(W) \) strictly decreases with \( W \). Therefore, \( y'(W) > 0 \), \( \forall W \in [W^{(0)}, \infty) \). Moreover, \( y''(W) \) is positive in \((0, W^{(0)}) \), which means \( y'(W) \) strictly increases with \( W \). since \( y'(W) \to -\infty \) when \( W \to 0^+ \), and \( y'(W^{(0)}) > 0 \), there is a unique solution in \((0, W^{(0)}) \) that satisfies \( y'(W) = 0 \). Denote the solution of \( y'(W) = 0 \) as \( W^{th} \). Then, we have,

\[
\begin{cases}
  y'(W) < 0 & \text{if } 0 < W < W^{th}, \\
  y'(W) = 0 & \text{if } W = W^{th}, \\
  y'(W) > 0 & \text{if } W^{th} < W.
\end{cases}
\] (A.5)

According to (A.5), \( y(W) \) decreases with \( W \) when \( 0 < W \leq W^{th} \), and increases with \( W \) when \( W \geq W^{th} \). Therefore, \( y(W) \) is minimized at \( W^{th} \). Since \( W^{th} \in (0, W^{(0)}) \), from (A.4) we know that \( y(W) \) is strictly convex in \( W \) when \( 0 < W \leq W^{th} \). This completes the proof. \( \square \)
APPENDIX B

PROOF OF PROPERTY 2

Proof: In this appendix, we prove the property in a frequency division multiple access (OFDMA) system, where the number of users is $K$. If all feasible solutions of problem (4) satisfy condition (5), then Property 2 is obviously true. Otherwise, we denote the feasible solutions that do not satisfy condition (5) as $\tilde{x} \triangleq (\tilde{W}_1, \ldots, \tilde{W}_K, \tilde{P}_1, \ldots, \tilde{P}_K)$, where $\tilde{W}_j > W_j^{th}$ for $j \in J$.

To prove the property, for any $\tilde{x}$, we construct another feasible solution of problem (4) $\tilde{x}^a \triangleq (\tilde{W}_1^a, \ldots, \tilde{W}_K^a, \tilde{P}_1^a, \ldots, \tilde{P}_K^a)$ that satisfies condition (5) and $f(\tilde{x}^a) \leq f(\tilde{x})$.

In the following we show that $\tilde{x}^a$ can be obtained by replacing $\tilde{W}_j$, $j \in J$ in $\tilde{x}$ with $W_j^{th}$.

Since $\tilde{x}$ is a feasible solution, we have $\tilde{P}_j \geq y_j(\tilde{W}_j)$. According to Property 1, $y_j(W_j)$ is minimized when $W_j = W_j^{th}$. As a result, $\tilde{P}_j \geq y_j(\tilde{W}_j) \geq y_j(W_j^{th})$, and the constraints in (3) are satisfied.

The above analysis indicates that $\tilde{x}^a$ is also a feasible solution of problem (4). Since the cost function $f(W_1, \ldots, W_K, P_1, \ldots, P_K)$ is non-decreasing, we have $f(\tilde{x}^a) \leq f(\tilde{x})$. Hence, we find another feasible solution $\tilde{x}^a$ that satisfies condition (5) and $f(\tilde{x}^a) \leq f(\tilde{x})$.

Therefore, we can always find an optimal solution that satisfies (5). This completes the proof.

\[ \square \]

APPENDIX C

THE UPPER BOUND OF DL PROACTIVE PACKET DROPPING PROBABILITY IN (18)

Proof: From the derivation in [18], the DL packet dropping probability of the $k$th user can be approximated by

\[ F_{N_k}^{dl}(g_k^{th,d}) \triangleq \int_0^{g_k^{th,d}} [1 - C(g)] f_{N_k}(g) \, dg, \quad (C.1) \]

where $C(g) = \ln \left( \frac{1 + g^{\frac{\gamma_d}{\gamma_k}}} {1 + g^{\frac{\gamma_d}{\gamma_k}}} \right)$. Since $C(g)$ is strictly convex with respect to $g$ in $(0, g_k^{th,d})$, we have $C \left( (1 - \theta)0 + \theta g_k^{th,d} \right) < (1 - \theta)C(0) + \theta C(g_k^{th,d})$. Thus, $C \left( \theta g_k^{th,d} \right) < 1 - \theta$, $(0 < \theta < 1)$. By selecting $\theta = \frac{g}{g_k^{th,d}}$, we obtain $C(g) < 1 - \frac{g}{g_k^{th,d}}$ in $(0, g_k^{th,d})$. Then, by comparing (C.1) with (18), we have $F_{N_k}^{dl}(g_k^{th,d}) < P_{N_k}^{dl}(g_k^{th,d})$.

\[ \square \]
**APPENDIX D**

**THE TIGHTNESS OF THE UPPER BOUNDS IN (26) AND (27)**

**Proof:** The expressions of $\mathbb{E}\{P^d_k\}$ and $\mathbb{E}\{P^u_i\}$ can be derived as

$$\mathbb{E}\{P^d_k\} = \left[1 - B^d_{N_t-1}\left(g_{k}^{\text{th},d}\right)\right] \frac{\xi_k \phi N_0 W_k^d \gamma_k^d}{\alpha_k^d (N_t - 1)}, \quad (D.1)$$

$$\mathbb{E}\{P^u_i\} = \left[1 - B^u_{N_t-1}\left(g_{k}^{\text{th},d}\right)\right] \frac{\kappa \phi N_0 W_i^u \gamma_i^u}{\alpha_i^u (N_t - 1)}. \quad (D.2)$$

We can find that the differences between (D.1) and (D.2) and the upper bounds in (26) and (27) lie in the terms $\left[1 - B^d_{N_t-1}\left(g_{k}^{\text{th},d}\right)\right]$ and $\left[1 - B^u_{N_t-1}\left(g_{k}^{\text{th},d}\right)\right]$. To guarantee the reliability requirement, $B^d_{N_t-1}\left(g_{k}^{\text{th},d}\right)$, $B^u_{N_t-1}\left(g_{k}^{\text{th},d}\right)$ and $\varepsilon_{\text{max}}$ are in the same order of magnitude. Since $\varepsilon_{\text{max}}$ is extremely small in URLLC, the upper bounds in (26) and (27) are very tight. □
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